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Preface

Textual sources are essential for research in digital humanities. Especially when larger datasets are analy-
zed, the use of natural language processing (We are delighted to welcome participants to the unique and
pioneering hybrid event that combines the International Conference on Natural Language Processing for
Digital Humanities (NLP4DH) and the International Workshop on Computational Linguistics for Uralic
Languages (IWCLUL). This year marks a significant milestone as we bring together two vibrant com-
munities under one umbrella, fostering an interdisciplinary dialogue and collaboration between digital
humanities and computational linguistics, with a special focus on Uralic languages and broader linguistic
diversity.

The NLP4DH, in its previous edition, highlighted the crucial role of NLP technologies in addressing the
specific needs of digital humanists. The focus was on the application of NLP in exploring non-standard
languages, dialects, and historical texts, areas that are often overlooked in mainstream NLP research. The
event underscored the importance of bridging the gap between the methodological rigor of NLP and the
concrete, data-driven inquiries of digital humanities. This year, we continue to emphasize the synergy
between these fields, exploring how advanced NLP tools and methods can be fine-tuned and retrained to
better serve the nuanced requirements of humanities research.

On the other hand, IWCLUL has been a cornerstone in the study and preservation of Uralic languages,
offering insights into traditional language technology resources and modern computational approaches.
The previous editions showcased a diverse range of research, from language-specific studies to compara-
tive analyses across the Uralic language family. This year, in conjunction with NLP4DH, IWCLUL aims
to extend its reach and impact, exploring how computational linguistics can contribute to the preserva-
tion, understanding, and development of Uralic and other minority languages.

The joint event is a testament to our commitment to interdisciplinary research and the recognition of
the importance of linguistic diversity in computational studies. We have a rich program that includes
high-quality submissions from both NLP4DH and IWCLUL communities. The presentations range from
innovative NLP applications in the humanities to cutting-edge computational techniques in Uralic lan-
guage studies.

We are particularly excited about the potential outcomes of this collaboration. The intersection of digital
humanities and computational linguistics, especially in the context of less-researched languages, opens
up new avenues for research and application. We anticipate that this event will not only contribute to
academic discourse but also pave the way for practical solutions that benefit language communities,
researchers, and practitioners alike.

We extend our heartfelt thanks to all contributors, participants, and organizers who have worked tirelessly
to make this event a reality. Your enthusiasm and dedication are the driving forces behind this successful
collaboration. We look forward to the fruitful discussions, innovative ideas, and new partnerships that
will emerge from this unique gathering.

Welcome to the joint NLP4DH and IWCLUL event — a convergence of digital humanities and computa-
tional linguistics, celebrating linguistic diversity and interdisciplinary research.

This event is organized in collaboration with SIGUR, ACL Special Interest Group for Uralic Languages.
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Emotion-based Morality in Tagalog and English Scenarios (EMoTES-3K):
A Parallel Corpus for Explaining (Im)morality of Actions

Jasper Kyle Catapang
De La Salle-College of Saint Benilde
Manila City, Philippines

jasperkyle.catapang@benilde.edu.ph

Abstract

Grasping morality is vital in Al systems, partic-
ularly as they become more prevalent in human-
focused applications. Yet, research is scarce on
this topic. This study presents the Emotion-
based Morality in Tagalog and English Sce-
narios (EMoTES-3K), a collection that shows
commonsense morality in both Filipino and En-
glish. This dataset is instrumental for analyzing
moral decisions in various situations and their
justifications. Our tests show that EMoTES-3K
is effective for moral text categorization, with
the fine-tuned RoOBERTa model scoring 94.95%
accuracy in English and 88.53% in Filipino.
The dataset also excels in text generation tasks,
as shown by fine-tuning the FLAN-T5 model
to produce clear moral explanations. However,
the model faces challenges when dealing with
actions that have mixed moral implications.
This work not only bridges the gap in moral
reasoning datasets for languages like Filipino
but also sets the stage for future research in
commonsense moral reasoning in artificial in-
telligence.

1 Introduction

Moral reasoning, a cornerstone of human cogni-
tion, allows individuals to discern right from wrong
and make judgments grounded in ethical consider-
ations. As the integration of artificial intelligence
(AI) systems into our daily lives deepens, the imper-
ative for these systems to comprehend and reason
about moral dilemmas becomes increasingly pro-
nounced. The challenge lies not just in teaching
machines to mimic human moral judgments but in
ensuring that these judgments are grounded in a ro-
bust understanding of ethical principles. This paper
aims to bridge a significant gap in the field: the ab-
sence of moral reasoning datasets for low-resource
languages such as Filipino. Specifically, we intro-
duce a parallel corpus for commonsense morality—
determined heavily by emotions—available in both
Filipino and English and analyze its validity by
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using it in downstream tasks, namely text classifi-
cation and text generation. We call this corpus the
Emotion-based Morality in Tagalog and English
Scenarios corpus or EMoTES-3K.

The following are the contributions of the re-
searchers:

1. Introduce a commonsense morality dataset in
Filipino and English.

2. Demonstrate the dataset’s utility in moral text
classification and text generation.

3. Demonstrate the (in)ability of large language
models to generalize to tricky scenarios in
explaining commonsense morality.

2 Background

2.1

Jiang et al. (2021) introduced Delphi, an Al system
for commonsense moral reasoning. At its core is
the Commonsense Norm Bank with 1.7M crowd-
sourced ethical judgments. A notable subset is the
ETHICS dataset (Hendrycks et al., 2021), covering
diverse moral concepts. Building on this, Pyatkin
et al. (2023) presented CLARIFYDELPHI, which
emphasizes the importance of context in moral rea-
soning. In parallel, Zhou et al. (2023) suggested re-
thinking machine ethics with a top-down approach
rooted in established moral theories, aiming for
greater transparency in Al decision-making.

Moral Reasoning Frameworks

2.2 Challenges in Moral Enhancement of Al

Understanding the complexities involved in Al’s
moral reasoning leads us to explore the associated
challenges. Serafimova (2020) discussed the dif-
ferences between moral agency in humans and Al,
highlighting the issue of replicating human moral
autonomy in machines. The study also underlined
the risks of biases in algorithm design, which can
lead to computational and moral errors, affecting
AI’s moral outcomes and raising significant socio-
political concerns.

Proceedings of the Joint 3rd NLP4DH and Sth IWCLUL, pages 1-6
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2.3 Human Values and Al Alignment

The relationship between human values and Al
decision-making is further elucidated by Sorensen
et al. (2023). They introduced VALUE PRISM, a
dataset capturing human values in authored situa-
tions, and KALEIDO, a model adept at generating
and assessing the relevance of these values. Ad-
ditionally, Yao et al. (2023) focused on aligning
Large Language Models (LLMs) with human val-
ues, highlighting the evolution of LLMs from basic
capabilities to a deep value orientation. Comple-
menting this, Schramowski et al. (2022) showed
that LLMs can represent moral norms geometri-
cally and learn moral biases, suggesting their po-
tential in answering moral questions.

2.4 Emphasis on Moral Judgment in Tagalog
and Taglish

Transitioning to the linguistic aspect of moral rea-
soning, our research uniquely focuses on moral
judgments in Tagalog and Taglish. These languages
play a significant role in the global linguistic land-
scape, with Tagalog offering a distinctive cultural
and moral framework and Taglish providing a blend
of local and global moral perspectives. This dual fo-
cus allows us to analyze moral reasoning in two lin-
guistically and culturally intertwined environments,
highlighting the dynamic interplay of language and
culture in moral reasoning.

2.5 Opverview of Filipino Morality

To further understand the cultural context of our re-
search, we delve into Filipino morality. Rooted in
its cultural, historical, and sociological fabric, Fil-
ipino morality integrates indigenous values, colo-
nial influences, and modern global perspectives
(Jocano, 1997; Mercado, 1974). The concept of
’kapwa’ or shared identity is central to this ethos,
emphasizing community and empathy (Enriquez,
2013). The influence of Catholicism and the Philip-
pines’ colonial history have shaped a resilient and
adaptable moral framework (Constantino, 2022;
Doeppers, 2016), which is crucial for developing
culturally sensitive Al systems.

2.6 Morphological Challenge in Natural
Language Understanding of Filipino

Finally, we address a specific linguistic challenge in
the Filipino language. The complex morphology of
Filipino verbs (De Guzman, 1978) poses a unique
challenge for Al-based moral judgment. Unlike En-

glish, with its simpler verb structure, Filipino verbs
undergo significant morphological changes that af-
fect moral implications. For example, the verb
gawa’ (to do) in its root form is neutral, but when
transformed into *'magagawa’ (can do), it implies
capability or potential, introducing moral consider-
ations like responsibility and choice. Conversely,
‘nagawa’ (did) indicates completed action, shifting
the focus to accountability for actions taken. Be-
yond verb forms, Filipino’s reliance on context sen-
sitivity, non-verbal cues, and indirect communica-
tion style further complicates Al’s interpretation of
moral nuances. The prevalent use of Taglish, blend-
ing Tagalog and English, adds another layer of com-
plexity, reflecting cultural intermingling but posing
challenges for Al models trained on monolingual
datasets. Specialized algorithms are required to
navigate these nuances, understanding the subtle
shifts in meaning and cultural implications inherent
in Filipino verb forms and communication styles.

3 Experimental Setup

3.1 Dataset Creation

In developing the EMoTES dataset, we meticu-
lously followed an annotation process inspired by
the methodology used in Hendrycks et al. (2021).
Our team of annotators consisted of bilingual
Filipino college graduates with specialized back-
grounds in philosophy, psychology, and linguistics.
This diverse academic expertise was crucial in en-
suring a deep and accurate interpretation of the
dataset.

Adopting a quality control approach parallel to
that of Hendrycks et al. (2021), each entry in our
dataset was subjected to multiple reviews. This
rigorous process aimed to ensure consistency in
annotations and minimize ambiguities. However,
it is essential to acknowledge a potential limita-
tion: all our annotators were from Metro Manila.
This geographical concentration may introduce a
cultural bias, potentially limiting the representa-
tion of diverse provincial values and norms in the
Philippines. Therefore, we advise caution when
applying our findings to broader, more culturally
varied contexts.

Building upon the foundational work of
Hendrycks et al. (2021), our research included the
creation of approximately 2,400 original scenar-
ios where commonsense moral judgments deter-
mine morality. Additionally, from the work of
Hendrycks et al. (2021), we adapted and translated



Topic

about 500 examples—providing not only classifica-
tions but also explanations and inferred personality
traits from each scenario. In total, the EMoTES-3K
dataset comprises 1,712 moral scenarios and 1,193
immoral scenarios.

To illustrate, consider this example from the
dataset:

Filipino: "Si Sofia ay nagbebenta ng
pekeng COVID-19 test results upang
makalusot sa mga travel restrictions."
English: "Sofia is selling fake COVID-
19 test results to bypass travel restric-
tions."

Annotation: Immoral

Reason: "Sofia’s action of selling fake
COVID-19 test results to evade travel
restrictions is highly immoral as it com-
promises public safety and deceives au-
thorities."

Personality Traits: "deceptive"

Education
Crime
Environment
Disaster
Transportation
Healthcare
Retail

Safety
Philanthropy
Security
Family
Sustainability
Charity
Corruption
Assistance
Travel
Horticulture
Community
Misinformation
Culinary
Nature
Wellness
Collaboration
Misconduct
Hospitality

0 20 40 60 80 100 120 140
Frequency

Figure 1: Top 25 topics in EMoTES-3K

The EMoTES-3K dataset explores a diverse ar-
ray of topics, reflecting a wide spectrum of emo-
tional and thematic elements in textual data. As
shown in Figure 1, ’Education’ and ’Crime’ are
the most prominent topics, each with over 130 in-
stances, signifying a strong focus on these soci-
etal aspects. Other significant topics include ’Envi-
ronment’, ’Disaster’, and *Transportation’, collec-
tively addressing global challenges and daily life
concerns. The inclusion of topics such as *Health-
care’, "Retail’, and *Safety’ highlights the dataset’s
relevance to public welfare and economic activi-
ties. Furthermore, the presence of subjects like
’Horticulture’, *"Misinformation’, and *Hospitality’

provides insights into specialized areas. This as-
sortment of topics in the EMoTES-3K dataset en-
sures comprehensive coverage of societal themes
and underscores its utility in analyzing the complex
interplay between topic content and emotional ex-
pression. This variety is vital for the development
of robust natural language processing tools capable
of discerning the nuanced relationships between
topics and emotional expressions.

Each scenario within the dataset has an average
word count of 12.65 words for English and 15.41
words for Filipino. The distribution of the most
common words for each language scenario is illus-
trated in Figure 2.

Top 10 Most Frequent Words in English

people

help

patients

fake

o children
S passengers
care
organizing
health

dr.

T T T T T T T
50 75 100 125 150 175
Frequency

o
~
v

200

Top 10 Most Frequent Words in Filipino

nagtutulungan
nagbibigay
pasyente
pekeng

pasahero

Word

tao

bata
pag-aayos
dr.

nurse

T T T T
100 125 150 175

Frequency

T T T
25 50 75

o -

200

Figure 2: Common words in EMoTES-3K per language

To explain the structure clearly, the data fields of
EMOoTES-3K are described in Table 1.

Field Description

entry_id unique identifier

Filipino scenario in Filipino
English scenario in English
Annotation Moral/Immoral
Explanation why action is moral or im-

Personality Traits

moral
inferred traits from action

Table 1: Description of the proposed dataset fields



3.2 Moral Text Classification

One possible application of the EMoTES-3K
dataset is the classification of a text’s common-
sense morality. To show how the corpus can be
used for such a task, we use the RoOBERTa archi-
tecture (Liu et al., 2019). Assuming Schramowski
et al. (2022)’s findings hold, language models, like
RoBERTa, should yield favorable results. For
both language subsets of EMoTES-3K, we use
Google Colab’s free-tier GPU T4 runtime to fine-
tune ROBERTa. No text preprocessing is made.

In the training phase for the RoOBERTa model
on the English dataset, several hyperparameters
are meticulously chosen to ensure optimal perfor-
mance. The batch size for both training and evalua-
tion is set to 64. The model is trained for a total of
30 epochs. A learning rate of 1 x 10~ is employed,
accompanied by a weight decay of 0.005 to prevent
overfitting. The evaluation strategy is configured to
evaluate at regular step intervals, specifically every
100 steps, which is also the frequency at which the
model’s performance metrics were logged. The
metrics in consideration are training loss, evalua-
tion loss, accuracy, and F1 score.

3.3 Text Generation

Using EMoTES-3K, we fine-tune the FLAN-TS
large model (Chung et al., 2022) for text gener-
ation in both English and Filipino subsets. The
prefix “Explain the morality of this scenario” was
appended to each scenario in the dataset, following
FLAN-TS5’s instruction style training. The model
is trained over 30 epochs with a learning rate of
1 x 1074, using a linear learning rate scheduler. We
set batch sizes at 2 for both training and evaluation
and utilize a 32GB V100 GPU from DOST-ASTT’s
COARE for training!. This fine-tuning adapts
FLAN-TS5 to the EM0oTES-3K dataset’s specifics,
optimizing its performance for subsequent tasks.
The evaluation metrics for this task are ROUGE-
1, ROUGE-2, ROUGE-L, ROUGE-Lsum, and
METEOR. While ROUGE (Lin, 2004) and ME-
TEOR(Banerjee and Lavie, 2005) are primarily
designed for assessing the quality of machine-
generated text in the context of summarization and
machine translation, we employ them as a proxy
metric because our primary aim is to ensure that our
model’s outputs align with the desired standard of
coherence and relevance to our gold explanations.

'"DOST-ASTI COARE’s website: https://asti.dost.
gov.ph/projects/coare/

4 Results and Discussion

4.1 RoBERTa Sequence Classification

code | trainloss | valloss | acc f1
en 0.076 0.154 | 0.950 | 0.959
tl 0.240 0.251 0.885 | 0.907

Table 2: Training and validation results of RoOBERTa on
the English and Filipino scenarios at different steps.

RoBERTa model’s training and validation results
for both English and Filipino datasets are detailed
in Table 2, respectively. Two separate models were
fine-tuned 2. For the English dataset, the model’s
peak performance was at step 800 with an accuracy
of 94.95% and an F1 score of 0.9586. In contrast,
the Filipino dataset saw its best results at step 900,
achieving an accuracy of 88.53% and an F1 score
of 0.9070.

The model’s stronger performance in English
can be attributed to its inherent design for the
English language. Additionally, the Filipino lan-
guage’s complexity, marked by its diverse verb
inflections, poses challenges in discerning moral
implications, making it a more intricate task than
in English.

4.2 FLAN-TS5 Text Generation

4.2.1 Inherently (Im)moral Scenarios

The training and validation loss of two fine-tuned
FLAN-TS5 large models are shown in Table 3. After
30 epochs, the English model achieved a training
loss 0of 0.0001 and a validation loss of 0.0546, while
the Filipino model reached a training loss of 0.0001
and a validation loss of 0.0711.

Metric English | Filipino

Training Loss | 0.0001 | 0.0546
Validation Loss | 0.0001 | 0.0711
ROUGE-1 0.7601 | 0.7263
ROUGE-2 0.7084 | 0.6562
ROUGE-L 0.7513 | 0.7146
ROUGE-Lsum | 0.7515 | 0.7142
METEOR 0.8677 | 0.8249

Table 3: Performance metrics of fine-tuning FLAN-TS
on the text generation task via EMoTES-3K dataset.

Table 3 displays the ROUGE-1, ROUGE-2,
ROUGE-L, ROUGE-Lsum, and METEOR scores
for both the English and Filipino datasets. The

’Data and fine-tuned models can be found here


https://asti.dost.gov.ph/projects/coare/
https://asti.dost.gov.ph/projects/coare/
https://huggingface.co/collections/NLPinas/emotes-3k-65549111310152697666b896

ROUGE scores represent the count of matching
n-grams, including unigrams, bigrams, and the
longest common subsequence, between output and
its corresponding reference. Meanwhile, the ME-
TEOR metric is based on the precision and recall of
matching unigrams. It is evident that our fine-tuned
models exhibit exceptional text generation capabili-
ties, as most of our ROUGE metrics achieve scores
of 0.70 or higher. The only exception is ROUGE-2
for Filipino. The METEOR scores were also higher
for English than Filipino with a score of 0.8677
compared to 0.8249. In general, when we compare
text generation capabilities between English and
Filipino, we observe that Filipino falls short, likely
due to the linguistic intricacies associated with this
language, as mentioned earlier.

4.2.2 Scenarios with Mixed Moral
Implications

To demonstrate how much the fine-tuned FLAN-
TS5 understands commonsense morality, we qual-
itatively analyze two scenarios wherein a moral
action is done with ill intent (MB) and two other
scenarios where an immoral action is done with
good intent (IG). The examples are as follows:

1. MB: “Sarah helps her younger brother with
his homework because she wants to show her
parents that she’s the better sibling.”

2. MB: “Si John ay nagbigay ng malaking
pera sa isang charity para matabunan ang
masasamang balita sa kanya.”
(TRANSLATED): “John gave a huge sum of
money to a charity to get rid of the bad news
about him.”

3. IG: “Mike doesn’t share his dad’s terminal
condition with his mom because she will have
a heart attack when she receives the news.”

4. IG: “Ninakaw ni Laura ang susi sa kotse ng
kanyang lolang may malabong mga mata up-
ang hindi magamit ng lola niya ang kotse.”
(TRANSLATED): “Laura stole the car keys
of her grandma with poor eyesight so that her
grandma can’t use the car.”

The fine-tuned FLAN-TS5 models gave the fol-
lowing responses:

1. “This action is considered moral because help-
ing one’s younger sibling with their home-
work is supportive and educational.”

2. “This action is considered moral because do-
nating money to a charity with the intention

of embezzling money from it is a highly im-
moral and illegal act.”

3. “Mike’s action of not sharing his dad’s ter-
minal condition to his mom is immoral as it
puts her life in immediate danger and puts her
health at risk.”

4. “Laura’s action of stealing her grandma’s car
seat is immoral as it is disrespectful and in-
conveniences her family members.”

In Example 1, it can be inferred that the model
only focused on the action itself and excluded the
reason, so the model considered the person’s action
as moral. In Example 2, it can be inferred that the
model is confused since it was inconsistent in de-
termining whether the action is moral or immoral.
In Example 3, the model does not seem to know
why the action is immoral, i.e., the judgment is
correct but the reasoning is not. Lastly, in Exam-
ple 4, the model changed the keys to a seat but
chose to consider the act of stealing immoral as it
is disrespectful.

5 Conclusion

This research introduced the corpus: Emotion-
based Morality in Tagalog and English Scenarios or
EMOTES-3K, providing a moral reasoning dataset
for the Filipino language. The dataset was validated
through text classification and text generation tasks.
Notably, the RoOBERTa model achieved an accuracy
of 94.95% for English and 88.53% for Filipino in
moral text classification. Furthermore, the fine-
tuned FLAN-TS5 models showcased impressive text
generation capabilities, with most ROUGE metrics
surpassing 0.70. However, the models exhibited
challenges in discerning complex moral scenarios,
especially those with conflicting intents. This study
not only fills a gap in moral reasoning datasets for
languages like Filipino but also highlights the in-
tricacies and challenges of teaching Al systems to
reason about morality.
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Abstract

Warning: This paper contains examples of of-
fensive language targetting marginalized popu-
lation.

The digitization of historical texts invites re-
searchers to explore the large-scale corpus of
historical texts with computational methods.
In this study, we present computational text
analysis on a relatively understudied topic of
how Asian workers are represented in historical
newspapers in the United States. We found that
the word “coolie” was semantically different in
some States (e.g., Massachusetts, Rhode Island,
Wyoming, Oklahoma, and Arkansas) with the
different discourses around coolie. We also
found that then-Confederate newspapers and
then-Union newspapers formed distinctive dis-
courses by measuring over-represented words.
Newspapers from then-Confederate States as-
sociated coolie with slavery-related words. In
addition, we found Asians were perceived to be
inferior to European immigrants and subjected
to the target of racism. This study contributes
to supplementing the qualitative analysis of
racism in the United States with quantitative
discourse analysis.

1 Introduction

Digitization of historical texts has opened up new
opportunities for researchers to explore a large-
scale corpus of historical texts with computational
methods. Especially, the ready availability of
datasets required for Natural Language Process-
ing (NLP) research has welcomed researchers from
other disciplines to NLP research (Park and Jeoung,
2022) and reduced the barriers to entry of NLP re-
search. Taking this advantage, many researchers
in diverse field, namely Sociology, History, En-
glish, and Information Science have applied NLP
techniques to historical texts, such as books (Paru-
lian et al., 2022), newspapers (Smith et al., 2013;
Pedrazzini and McGillivray, 2022; Santin et al.,
2016), and/or congressional records (Lin and Peng,
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2022; Guldi, 2019) by the help of available archival
metadata (Dobreski et al., 2019). Creating an inter-
disciplinary research space called Digital Humani-
ties, there have been studies primarily focusing on
the race problem in the United States. To introduce
a few large-scale computational research, Soni et al.
(2021) traced the semantic change of the word, for
instance, when and which newspaper started to use
the word with a new meaning and when and which
newspapers adopted new semantic meaning of the
word in abolitionist newspapers from the 19th cen-
tury. Franzosi et al. (2012) analyzed racial violence,
especially lynching performed by the White mob
in the 19th century Georgia and presented quantita-
tive narratives of the racial violence. These studies
intersect the problem of historical racism and NLP
research. However, despite the increasing attention
toward the large scale text analysis on historical
racism, there has been a gap of understanding the
racism posed toward Asians in the United States.
It is true that the major racial tension in the United
States has been between White and Black. At the
center of secession of the South and the creation
of Confederacy, there was slavery problem. How-
ever, the racial tension between White and Asian
has also been a part of the history of the United
States. To explore understudied topic of how Asian
population was discriminated in the history of the
United States, we present computational text anal-
ysis on how Asian workers are represented in the
U.S. newspapers by searching the derogatory word
(“coolie”) referencing to Asian workers. We further
developed research questions as follows:

* RQ 1. How different are the semantic mean-
ing of “coolie” in each State?

* RQ 2. What are the words over-represented
in the newspapers between then-Confederate
States and then-Union States?

* RQ 3. What “coolie” stories are reprinted and
what are their characteristics?

Proceedings of the Joint 3rd NLP4DH and 8th IWCLUL, pages 7-15
December 1-3, 2023 ©2023 Association for Computational Linguistics



To support open science and transparent data
science, we publish the code used in this study at
https://github.com/park-jay/coolie.

2 Background

Throughout 19th and 20th century, Asian immi-
grant workers were derogatorily called “coolies.”
Britannica entry on “coolie” introduces the word
as “pejorative European usage” to describe “an un-
skilled labourer or porter usually in or from the Far
East hired for low or subsistence wages.” ' Bre-
man and Daniel (1992) studied the origin of the
word “coolie” and claimed the transformation of
the word “coolie” from “kuli” (a type of payment
for menial work in Tamil) signifies the change of
the word from a neutral term to a derogatory term
and reflects the person collapse into the payment
for labor in English.

In seeking to fill the labor shortage in the
United States due to the abolition, Chinese work-
ers were recruited and the migration of Chinese
workers arrived in the United States beyond China-
neighboring countries like India and Malaysia (Far-
ley, 1968). Even though Asian coolies were per-
ceived to be patient, tractable, obedient, industri-
ous, and frugal compared to African slaves (Jung,
2006), coolies were distrusted, detested, and dis-
criminated (Breman, 2023).

With influx in the number of Chinese workers
in the United States, it has come to public’s at-
tention that indentured laborers were analogous to
modern trafficking and they are no different from
slavery (Kempadoo, 2017). Jung (2006) argued
that the United States minister to China, William B.
Reed viewed coolie trade more than coercion and
perceived the coolie problem with the racial and
national interest. Reed thought Chinese “would
either amalgamate with with the negro race, and
thus increase the actual slave population.” Rising
anti-Chinese sentiment and perceiving as a threat to
White workers as their cheap replacement (Rhoads,
2002) and inferior, Chinese Exclusion Act of 1882
remarks the watershed of America’s gatekeeping
and defining the desirability (and “Whiteness”) of
immigrant groups (Lee, 2002).

The problem of coolie exemplifies the exten-
sion of colonial and capitalist exploitation beyond
Africa and sugarcoated the extended system as in-
dentured migrant contract workers (Van Rossum,

"https://www.britannica.com/money/topic/
coolie-Asian-labourer

2016). Therefore, studying coolie problem in the
United States context supplements the historical
study of racial tension mostly focused between
White and Black and extends the racial conflict to
include Asian population.

3 Methodology

3.1 Data collection

The data is collected from Chronicling America 2

API where digitized texts through optical character
recognition (OCR) are accessible. When the word
“coolie” was queried, API showed 124,511 pages
of newspapers containing the word 3. First, we col-
lected the entire pages of the newspapers contain-
ing the word “coolie.” Then, we extracted the text
from the pages and searched the exact match for
the word “coolie.” This additional step ensures ex-
cluding false positive cases due to mis-recognized
words. For instance, the search included the re-
sult of “cooli” even though it was not identical
keyword that we wanted to query. In New York
Daily Tribune published on August 5th, 1862 con-
tained the word “cooli” but it accompanied many
OCR errors making it doubtful whether the word
“cooli” was actually from the word “coolie.”  In
order to reduce this kind of false positive cases,
we double-processed the data by finding the ex-
act match for the word “coolie” in the extracted
text. Instead of finding a sentence that contains
the word “coolie”, we extracted upto ten tokens
before the word “coolie” appeared and upto ten
tokens after the word “coolie” appeared to cre-
ate a pseudo-sentence. As some digitization of
the newspapers were not perfect and thus missed
punctuation marks, sentence tokenizer could not
identify the sentence boundary correctly. This ad-
ditional step of creating pseudo-sentence resulted
in 125,253 text data (pseudo-sentence) containing
the word “coolie” for the analysis. The earliest
publication date was June 30th, 1795 and the latest
publication date was December 6th, 1963.

In figure 1, we present the count of text data
containing the word “coolie” by State. The count
of text data is not evenly distributed across the
States due to different digitization process of the
newspapers. The most text data was from Dis-

2https://chroniclingamerica.loc.gov/

3The data is collected on September 5th, 2023.

*https://chroniclingamerica.loc.gov/lcen/
sn83030213/1862-08-05/ed-1/seq-4/ocr/ was searched
as a page that contains “coolie” but it was due to the OCR
erTor.
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https://www.britannica.com/money/topic/coolie-Asian-labourer
https://chroniclingamerica.loc.gov/
https://chroniclingamerica.loc.gov/lccn/sn83030213/1862-08-05/ed-1/seq-4/ocr/
https://chroniclingamerica.loc.gov/lccn/sn83030213/1862-08-05/ed-1/seq-4/ocr/
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Figure 1: The count of text data containing the word
“coolie” by State

trict of Columbia (n=11,302) followed by Hawaii
(n=8,613) and New York (n=7,671). Puerto Rico
(n=15), Massachusetts (n=305), Rhode Island
(n=418), and Virgin Islands (n=656) had the least
text data.

3.2 Data pre-processing

We pre-processed the data by removing the punc-
tuation, non-alphabet tokens that might have been
mis-recognized during the OCR process, and stop
words. The list of stop words is from NLTK pack-
age in Python and we further converted the words
into lemmas using Spacy . Before we feed the
data into the word embedding model, we ran the
FastText model (Bojanowski et al., 2017) to iden-
tify possible OCR errors. FastText embedding
takes character n-gram as input and outputs the
embedding vector. This model was tested effective
that it can generate possible OCR error candidates
(Hajiali et al., 2022). By training entire sentence
that contains the word “coolie”’, we identified 200
most similar words to the word “coolie”. For in-
stance, “coolieize” (0.8654), “oroolie” (0.8630),
and “roolie” (0.8541) ranked high in the list of sim-
ilar words to “coolie” according to the FastText
embedding model. With 200 most similar words,
we changed the top 200 words in the text data into
“coolie” and trained the Word2vec model in section
3.3.

3.3 RQI1. Word embedding

In order to answer RQ 1, we trained the Word2vec
model (Mikolov et al., 2013) to use Continuous
Bags of Words (CBOW) approach and the skip-
gram approach. Both CBOW and skip-gram ap-
proach find the word embedding by predicting the
target word from the context words. We trained

5https://spacy. io/

the Word2vec model with minimum word count
of 5 and window size of 5 to generate the word
embedding. We then took the average of the word
embedding vector of the word “coolie” in each state
and calculated the cosine similarity.

3.4 RQ2. Statistically over-represented words

In answering RQ 2, we grouped the newspapers
into two groups: the newspapers from the then-
Confederate States and then-Union newspapers.
For the then-Confederate States, we included the
newspapers from Alabama, Arkansas, Florida,
Georgia, Louisiana, Mississippi, North Carolina,
South Carolina, Tennessee, Texas, and Virginia.
For the then-Union States, Maine, New York,
New Hampshire, Vermont, Massachusetts, Con-
necticut, Rhode Island, Pennsylvania, New Jersey,
Ohio, Indiana, Illinois, Kansas, Michigan, Min-
nesota, Wisconsin, lowa, California, Nevada, Ore-
gon, Delaware, Maryland, and West Virginia were
included. We excluded sentences from the newspa-
pers newspapers located in Virgin Islands (n=656)
and Puerto Rico (n=15).

We calculated the log-odds ratio with informa-
tive Dirichlet prior (Monroe et al., 2008) by com-
paring the word frequency in the then-Confederacy
newspapers and the newspapers published in the
rest of the United States. The detailed metric is
provided in equation 1.

§=i) — log — Y + Qw
v n' 4+ ag + Y4, — auw 0
—log Y F Gw

The log-odds ratio with informative Dirichlet
of each word w between two corpora ¢ and j (in
our study, newspapers from the then-Confederate
States and the rest) given the prior frequencies are
obtained from the entire corpus a. We selected
15,000 most frequent words from the entire corpus
and the Z-score is calculated for each word. When
n' is the total number of words in corpus i, 3 is
the number of times word w appears in corpus ¢, ag
is the size of the corpus a, and a,, is the frequency
of word w in corpus a (Kwak et al., 2020). With
the log-odds ratio, we can identify the words that
are over-represented in the corpora.

3.5 RQ 3. Text reprint detection

Nineteenth-century =~ American  newspapers
reprinted texts from a wide range of genres:


https://spacy.io/

news reports, recipes, trivia, lists, vignettes, and
religious reflections (Cordell and Mullen, 2017).
Text reprints could also include boilerplate that
appeared across many issues of the same paper,
such as advertisements. A business might buy
ad space for multiple weeks, months, or even
years, and those ads would be left in standing type
from issue to issue. In a study such as this one,
focused on textual reuse, an ad that includes a
keyword of interest but which appears day after
day can disproportionately influence the statistical
relationship between words in the corpus, leading
our model to overestimate the importance of words
within the ad relative to the words in texts that
changed each day. In other words, if one particular
phrase repeatedly appears, then the embedding
model will overfit the phrase because of the
distorted distribution of the text. However, it is
hard to detect reprints based on keyword searches
because of OCR errors. Here we adopt the Viral
Texts project’s text-reuse detection methods, as
described in Smith et al. (2014) , which use n-gram
document representations to detect text reprints
within errorful OCR-derived text. We processed
our corpus with a 5-gram chunking using NLTK
whitespace tokenizer and further made a judgment
that the text has been reprinted when there were
more than three matches of 5-grams across the
snippets. With this method, the negative impact of
the OCR errors can be reduced. For instance, this
pair: [“demolish”, “part”, “build”, “injure”, “two”,
“coolie”, “police”, “investigation”, “latter”, “case”,
“lead”] and [“demolish”, “part”, “build”, “jure”,
“two”, “latter” “case”, “lead”] are not identical
because of inconsistent OCR like “injure” and
“jure”. However, the 5-gram matching examination
substantiated that this pair denotes a reprinted text.
Due to the effectiveness of the method by Smith
et al. (2014), we used the method to answer RQ 3.

4 Results

4.1 RQI1. Comparing the meaning of “coolie”

In figure 2, we present the heatmap of cosine sim-
ilarity comparison across the average embedding
vector of the word “coolie” in each state. We are
visually informed that the cosine similarity in most
of the States is high except for a few States that cre-
ated a semantically different meaning of the word
“coolie”. For instance, Massachusetts and Rhode
Island showed average cosine similarity of 0.08
and 0.12, respectively when average cosine simi-
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larity across the entire States was 0.65. The most
semantically dissimilar State to Massachusetts was
when compared to Oklahoma (-0.10) and the most
similar State to Massachusetts was North Dakota
(0.23). In the meantime, Rhode Island showed the
most dissimilar meaning of the word “coolie” when
compared to Delaware (-0.03) and the most similar
State to Rhode Island was Mississippi (0.23). Some
then-Confederate States showed lower cosine simi-
larity than the average cosine similarity across the
entire States. For instance, Arkansas (0.43), Florida
(0.48), and Tennessee (0.63) showed lower cosine
similarity on average. The most dissimilar State to
Arkansas was Massachusetts (-0.06) and the most
similar State to Arkansas was Colorado (0.54). For
Florida, the most dissimilar State was Rhode Is-
land (0.06) and the most similar State to Florida
was Nevada and Utah (0.61). For Tennessee, the
most dissimilar State was Massachusetts (-0.03)
and the most similar State to Tennessee was Utah
(0.80).

The highest five States
Illinois | California | Wisconsin Virginia Nevada
labor country chinese chinese chinese
(0.9998) | (0.9995) (0.9998) (0.9998) (0.9997)
chinese bill labor man club
(0.9998) | (0.9995) (0.9998) (0.9997) (0.9997)
wage upon two trade labor
(0.9997) | (0.9995) (0.9998) (0.9997) (0.9997)
two well one work make
(0.9997) | (0.9995) (0.9998) (0.9997) (0.9997)
one g0 time one use
(0.9997) | (0.9995) (0.9998) (0.9997) (0.9996)
day stop carry three say
(0.9997) | (0.9995) (0.9997) (0.9997) (0.9996)
china many take number importation
(0.9997) | (0.9995) (0.9997) (0.9997) (0.9996)
man american make make man
(0.9997) | (0.9995) (0.9997) (0.9997) (0.9996)
pay con japanese | importation trade
(0.9997) | (0.9995) (0.9997) (0.9997) (0.9996)
say would would two day
(0.9997) | (0.9995) (0.9997) (0.9997) (0.9996)

Table 1: Top 10 most similar words to the word “coolie”
in the top 5 States that showed the most similar meaning
of the word “coolie”

To delve into the semantic difference of the word
“coolie” in each State, we present the top 10 most
similar words to the word “coolie” in the top 5
States that showed the most similar meaning of the
word “coolie” and the top 5 States that showed the
most dissimilar meaning of the word “coolie” in
table 1 and table 2.

In table 1, we can observe that the word “coolie”
was used in the context of labor, China, and wage.
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The word related to labor (“labor” and “work”)
appeared in the semantically close words in Illi-
nois, Wisconsin, Virginia, and Nevada. “chinese”
was the most similar word of identification of
coolie’s ethnicity (Illinois, Wisconsin, Virginia,
and Nevada) while “japanese” appeared in Wis-
consin as well. The word related to wage (“wage”
and “pay”) appeared in the high closest word to
“coolie.”

Among the highest five States, there are many
common words across the States that might have
created an embedding for the word “coolie” not
so much different from other States. Words like
“make”, “say”, “man”, and/or numbers like “one’
and “two” are common words across the highest

five States.

B

However, the most dissimilar States, Mas-
sachusetts and Rhode Island, showed the different
context of the word “coolie” as presented in table
2. Unlike the highest five States, where the word
“coolie” was used in the context of labor, China, and
wage, Massachusetts and Rhode Island created a
unique discourse of the word “coolie.” For instance,
the word “labor” and “work™ does not appear in
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The lowest five States
Massachusetts | Rhode Island | Wyoming | Oklahoma | Arkansas
among order chinese chinese labor
(0.3579) (0.4116) (0.9969) | (0.9821) (0.9985)
call india labor shoulder chinese
(0.3201) (0.3972) (0.9969) | (0.9815) (0.9984)
know woman would japanese | mongolian
(0.2832) (0.3922) (0.9955) | (0.9776) (0.9978)
prohibit great japanese pay one
(0.2295) (0.3890) (0.9952) | (0.9748) (0.9978)
time take six also thousand
(0.2232) (0.3761) (0.9950) | (0.9725) (0.9977)
report ship one labor japanese
(0.2221) (0.3745) (0.9949) | (0.9706) (0.9975)
get law bring carry tolerate
(0.2209) (0.3432) (0.9948) | (0.9632) (0.9975)
arrive united say home revivial
(0.2176) (0.3260) (0.9946) | (0.9632) (0.9974)
come carry work get may
(0.2131) (0.3234) (0.9944) | (0.9630) (0.9974)
two many two work carry
(0.2104) (0.3122) (0.9941) | (0.9612) (0.9974)

i

Table 2: Top 10 most similar words to the word “coolie’
in the top 5 States that showed the most dissimilar mean-
ing of the word “coolie”

’

the top 10 most similar words to the word “coolie’
in Massachusetts and Rhode Island. Similarly, we
cannot find “chinese” or “japanese” that refer to
the ethnicity of coolie workers in the top 10 most
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Figure 3: The Z-score of words in then-Confederate and then-Union newspapers

similar words as well as “wage” or “pay.” Instead,
Massachusetts has “among”, “call”, “know”, “pro-
hibit”, “report”, “get”, “arrive”, and “come” as se-
mantically close words to “coolie.” However, these
words are not found in top 10 closest words in the
highest five States in table 1. A unique embedding
for the word “coolie” in Rhode Island could also
be attributed to the unique discourse created by un-
common words such as “order”, “india”, “woman”,
“great”, “ship”, “law”, “united”, and “many.” How-
ever, Wyoming, Oklahoma, and Arkansas share
common words with the States in table 1. The
words like “chinese”, “labor”, “would”, “japanese”,
“one”, “say”, “work” in Wyoming are among top
10 similar words in the highest five States. De-
spite existence of common words, “shoulder”, and
“home” in Oklahoma and “mongolian”, “tolerate”,
and “revival” in Arkansas are unique words that are
not found in the top 10 similar words in the highest

five States.

4.2 RQ 2. Statistically over-represented words
in the South and the rest of the United
States

We present the result of the log-odds ratio with
informative Dirichlet prior in figure 3. The words
that are over-represented in the then-Confederate
States are located in the area of below O while the
words that are over-represented in the then-Union
States are located in the area of above 0. X-axis
represents the frequency ratio of the word in both
then-Confederate and then-Union States. Y-axis
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represents the Z-score of the word. The most fre-
quent word “chinese” have 1.0681 Z-score mean-
ing that the word “chinese” is used relatively more
frequently in the then-Union States newspapers
than the then-Confederate States newspapers. For
“labor”, it was over-represented in the then-Union
States newspapers with 5.7346 Z-score while se-
mantically similar word “work” was a little skewed
to the then-Union States newspapers with -0.5145
Z-score. On the contrary, “worker” and “work-
man” are over-represented in the then-Union States
newspapers with 1.7586 and 1.1122 Z-score, re-
spectively. The word concerning compensation
for indentured labor, such as the word “wage” (Z-
score=4.3827), ‘“cheap” (Z-score=1.2223), and
“pay” (Z-score=0.5588) are over-represented in
the then-Union States newspapers. The word
about coolie trade (“trade” and “‘ship”) are over-
represented in the then-Confederate States newspa-
pers with Z-score of -8.0541 and -4.1275 respec-
tively. The word related to the race whose labor
was exploited under the slavery institution, such
as “slave” (Z-score=-3.704), “negro” (Z-score=-
4.1616), “nigger” (Z-score=-4.8824), and “african”
(Z-score=-6.4188) are largely over-represented in
the then-Confederate States newspapers. In addi-
tion, the location where the labor force was most
wanted from coolies were well-captured by log-
odds ratio metric. For instance, “plantation” (Z-
score=-2.0234) and “cotton” (Z-score=-6.4234) are
over-represented in the then-Confederate newspa-
pers while “rail” (Z-score=1.7115) and “railroad”



(Z-score=2.3166) are over-represented in the then-
Union newspapers. The finding that the discourse
around coolie is associated with slavery-related
words in the then-Confederate newspapers supple-
ments historical claim that the indentured Asian
laborers were introduced to fill the absence of labor
force in the South after abolition of free labor of
African Americans (Van Rossum, 2016).

4.3 RQ 3. Reprint network of coolie stories

» '\‘

Figure 4: The reprint network of “coolie” stories in the
newspapers

In this section, we present the network of coolie
story reprints in figure 4. We represented the Capi-
tal city of each State instead of connecting the cities
where the newspaper company was located for the
sake of brevity of visualization. The network of
text reprint about coolie stories shows high aver-
age clustering coefficient (0.9905) (Saramiki et al.,
2007) due to the presence of reprints spread to mul-
tiple States. We found the most reprinted text is
from the Democratic party at National Convention.
The political message contained the word “coolie.”
We found 97 reprints of the text from declaration
speech from The Opelousas courier published in
July 8th, 1876.

The excerpt of the message from the Democratic
party is presented in figure 5. This statement also
implies that Asians (represented as Mongolian with
derogatory term) are inferior to “liberty-loving”
Germans who could have spread the idea of free-
dom and solidified the spirit of liberty in the United
States that coolies could not bring. Another com-
parison can be made with treating Asian workers
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liberty under equal laws. We denonnce the
policy which thus discards the liberty-loving
erman and tolerates the revival of the
Coolie trade in Mougolian women imported |
for immoral purposes, and Mongolian men |
hired to perform servile labor contracts, and
demand such irodification of the treaty with
the Chinese Empire or such legislation by
Ceongress within a constitational limitation,
as shall prevent the further importation or
immigration of the Mougelian race. Reform

R e L ek e

Figure 5: The text containing “coolie” in The Opelousas
courier published in July 8th, 1876

as commodities instead of human beings by call-
ing “coolie trade” and “importation.” Indeed, the
banning of coolie transportation is based on view-
ing it as illegal, immoral, and inhuman atrocities
resembling African slave trade (Jung, 2006). How-
ever, coolies are unwelcoming race compared to
European immigrants. Supplementing Lee (2002)’s
argument that the desirable quality of immigrants
entering the United States was racially White, we
observe that there was a prevailing discourse of
discriminating Asians against so-called “liberty-
Jdoving” Germans.

When the War Will End

Absolute knowledize I have none

But my <unt’s washwoman’s sister’s
|0

Heard a policeman on his beat

Say to & laborer on the street

Thast he had a latter just last week

Written in the finest Greek '

From a Chinese coolie in Timbuctoo

Who said the negroes in Cuba knew

Of a colored man in a Texas towm

Who got it straight from acircus clown

Thata man in Klondike heard the
news

From a gang of South American Jews

About somebody in Borneo

Who heard &8 man ,who claimed to
know

Of a swell society female fake

Whose mother-in-law will undertake

To prove that her 7th husband’s sis-
ter's niece

Had stated in a printed pieee

I'hat she had a son.who had a friend

That knows when the war is going to
end

Figure 6: The text containing “coolie” in Middletown
transcript published in April 13th, 1918

The next common reprint in the dataset was from
the poem that was circulated through 78 reprints.
The poem is presented in figure 6 and it was ap-
peared in Middletown transcript published in April



13th, 1918. The overall sentiment in this poem is
light and jokey, however, this poem exemplifies
the history when racism was naturalized in cul-
tural discourse. This poem borrows marginalized
population such as “coolie,” “negroes,” “colored
man,” and “jews” which are not necessarily critical
components that make rhymes work. Although this
poem reflects orientalist view (Said, 1978) by bring-
ing “Timbuctoo,” “Greek,” and “Klondike ” and
putting emphasis on exotic sense of information
about the war, it can be offensive to people who
are settling in the United States from the places
mentioned in the poem. The poem emphasizes the
distance and exoticism of the places and people
who are not White and thus it can be considered
as micro aggression toward marginally represented
population in the United States.

5 Conclusion

In this study, we present a quantitative discourse
analysis on “coolie,” a derogatory term referenc-
ing to Asian workers which has been understud-
ied in digital humanities field. We used word em-
bedding to compare the meaning of “coolie” in
each State and found that Massachusetts, Rhode Is-
land, Wyoming, Oklahoma, and Arkansas showed
the most dissimilar meaning of the word “coolie”
while Illinois, California, Wisconsin, Virginia, and
Nevada showed the most similar meaning of the
word “coolie” compared to the rest of the States.
We found the reason for the dissimilar meaning
of the word “coolie” in Massachusetts and Rhode
Island could be in part due to the unique discourse
created by uncommon words. With log-odds ratio
calculation, we found that the discourse of coolie in
the then-Confederate newspapers was accompanied
by the words related to African American slavery
as well as where the work force is the most needed
(e.g., “cotton” and “plantation”). This finding sup-
plements historical argument that Asian workers
were introduced to the United States to replace
African American labor. With text reuse detection,
we found discriminating expression toward Asian
workers in political statement and poems that could
show stereotype of Asian workers in the United
States history.

6 Limitations and Future Work

In addition to data-inherited limitation, OCR errors,
digital archives are far from objective and neutral
reflection of the past. Digitization of cultural and
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historical materials is influenced by power politics
and it requires a caution in interpreting the results
(Zaagsma, 2023) as the result might be grounded
in skewed number of available data. For instance,
Chronicling America has been criticized for imbal-
anced number of available data, presenting domi-
nant viewpoints of White compared to small num-
ber of digitized Black press (Fagan, 2016). Mas-
sachusetts and Rhode Island, the States that showed
the most dissimilar meaning of the word “coolie”
in our study, are the States that have relatively few
number of newspapers containing the word “coolie.
As number of available digitized data does not re-
flect the actual number of newspapers published in
the past, we need to be cautious in interpreting the
results. In addition, the boundary of the State is not
fixed and it is not clear whether the State boundary
in the past is the same as the State boundary in
the present. With gold rush and railroad construc-
tion, the West was rapidly developed and the State
boundary was changed. Therefore, after the Civil
War, grouping the States into the then-Confederate
and then-Union States might not be the best way to
group the States as it does not reflect the Westward
expansion of the United States. In future work, we
will explore more subtle unit of analysis such as
geographical location after the civil war to include
the rise of the West and how introduction of Chi-
nese Exclusion Act of 1882 changed the meaning
of coolie.

]

References

Piotr Bojanowski, Edouard Grave, Armand Joulin, and
Tomas Mikolov. 2017. Enriching word vectors with
subword information. Transactions of the associa-
tion for computational linguistics, 5:135-146. Pub-
lisher: MIT Press.

Jan Breman. 2023. Coolie labour and colonial capital-
ism in asia. Journal of Agrarian Change, 23(2):233—
246.

Jan Breman and E Valentine Daniel. 1992. Conclusion:
The making of a coolie. The Journal of Peasant
Studies, 19(3-4):268-295.

Ryan Cordell and Abby Mullen. 2017. " fugitive
verses”: The circulation of poems in nineteenth-
century american newspapers. American Periodicals,
pages 29-52.

Brian Dobreski, Jaihyun Park, Alicia Leathers, and Jian
Qin. 2019. Remodeling archival metadata descrip-
tions for linked archives. In International Conference
on Dublin Core and Metadata Applications, pages
1-11.



Benjamin Fagan. 2016. Chronicling white america.
American Periodicals: A Journal of History & Criti-
cism, 26(1):10-13.

M Foster Farley. 1968. The chinese coolie trade 1845-
1875. Journal of Asian and African Studies, 3(3):257—
270.

Roberto Franzosi, Gianluca De Fazio, and Stefania Vi-
cari. 2012. Ways of measuring agency: an applica-
tion of quantitative narrative analysis to lynchings
in georgia (1875-1930). Sociological Methodology,
42(1):1-42.

Jo Guldi. 2019. Parliament’s debates about infrastruc-
ture: an exercise in using dynamic topic models to
synthesize historical change. Technology and Cul-
ture, 60(1):1-33.

Mahdi Hajiali, Jorge Ramén Fonseca Cacho, and Kazem
Taghva. 2022. Generating Correction Candidates for
OCR Errors using BERT Language Model and Fast-
Text SubWord Embeddings. In Intelligent Comput-
ing: Proceedings of the 2021 Computing Conference,
Volume 1, pages 1045-1053. Springer.

Moon-Ho Jung. 2006. Coolies and cane: Race, labor,
and sugar in the age of emancipation. JHU Press.

Kamala Kempadoo. 2017. ‘bound coolies’ and other
indentured workers in the caribbean: Implications for
debates about human trafficking and modern slavery.
Anti-Trafficking Review, (9):48-63.

Haewoon Kwak, Jisun An, and Yong-Yeol Ahn. 2020.
A systematic media frame analysis of 1.5 million new
york times articles from 2000 to 2017. In Proceed-
ings of the 12th ACM Conference on Web Science,
pages 305-314.

Erika Lee. 2002. The chinese exclusion example: Race,
immigration, and american gatekeeping, 1882-1924.
Journal of American Ethnic History, 21(3):36-62.

King Ip Lin and Sabrina Peng. 2022. Enhancing digi-
tal history—event discovery via topic modeling and
change detection. In Proceedings of the 2nd Inter-
national Workshop on Natural Language Processing
for Digital Humanities, pages 69—78.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S. Cor-
rado, and Jeff Dean. 2013. Distributed representa-
tions of words and phrases and their compositionality.
Advances in neural information processing systems,
26:1-9.

Burt L Monroe, Michael P Colaresi, and Kevin M Quinn.
2008. Fightin’words: Lexical feature selection and
evaluation for identifying the content of political con-
flict. Political Analysis, 16(4):372—403.

Jaihyun Park and Sullam Jeoung. 2022. Raison d’étre of
the benchmark dataset: A survey of current practices
of benchmark dataset sharing platforms. In Proceed-
ings of NLP Power! The First Workshop on Efficient
Benchmarking in NLP, pages 1-10.

15

Nikolaus Nova Parulian, Ryan Dubnicek, Glen Worthey,
Daniel J Evans, John A Walsh, and J Stephen Downie.
2022. Uncovering black fantastic: Piloting a word
feature analysis and machine learning approach for
genre classification. Proceedings of the Association
for Information Science and Technology, 59(1):242—
250.

Nilo Pedrazzini and Barbara McGillivray. 2022. Ma-
chines in the media: semantic change in the lexicon
of mechanization in 19th-century british newspapers.
In Proceedings of the 2nd International Workshop on
Natural Language Processing for Digital Humanities,
pages 85-95.

Edward JM Rhoads. 2002. " white labor" vs." coolie
labor": The" chinese question" in pennsylvania in the
1870s. Journal of American Ethnic History, 21(2):3—
32.

Edward W. Said. 1978. Orientalism. Pantheon Books.

Bryan Santin, Daniel Murphy, and Matthew Wilkens.
2016. Is or are: The" united states" in
nineteenth-century print culture. American Quar-
terly, 68(1):101-124.

Jari Saramiki, Mikko Kiveld, Jukka-Pekka Onnela,
Kimmo Kaski, and Janos Kertesz. 2007. General-
izations of the clustering coefficient to weighted com-
plex networks. Physical Review E, 75(2):027105.

David A Smith, Ryan Cordel, Elizabeth Maddock Dil-
lon, Nick Stramp, and John Wilkerson. 2014. De-
tecting and modeling local text reuse. In IEEE/ACM
Joint Conference on Digital Libraries, pages 183—
192. IEEE.

David A Smith, Ryan Cordell, and Elizabeth Maddock
Dillon. 2013. Infectious texts: Modeling text reuse
in nineteenth-century newspapers. In 2013 IEEE
International Conference on Big Data, pages 86-94.
IEEE.

Sandeep Soni, Lauren F Klein, and Jacob Eisenstein.
2021. Abolitionist networks: Modeling language
change in nineteenth-century activist newspapers.
Journal of Cultural Analytics, 6(1).

Matthias Van Rossum. 2016. Coolie transformations—
uncovering the changing meaning and labour rela-
tions of coolie labour in the dutch empire (18th and
19th century). Oliver Tappe, Michael Zeuske (eds.)
Bonded Labour, pages 83—103.

Gerben Zaagsma. 2023. Digital history and the politics
of digitization. Digital Scholarship in the Humani-
ties, 38(2):830-851.



Revisiting Authorship Attribution of Tirant lo Blanc Using Parts of Speech
n-grams

Yoshifumi Kawasaki
University of Tokyo
vkawasaki@g.ecc.u-tokyo.ac.jp

Abstract

Tirant lo Blanc (TLB) is a masterpiece of
medieval Catalan chivalric romance. Regard-
ing its authorship, two hypotheses exist: the
single-authorship hypothesis claims in agree-
ment with the dedication that Joanot Mar-
torell is the sole author, whereas the dual-
authorship hypothesis alleges in line with the
colophon that Martorell wrote the first three
parts and Marti Joan de Galba added the fourth
part. In this study, we revisit the unsettled au-
thorship attribution of TLB with stylometric
techniques; specifically, we exploit parts-of-
speech (POS) n-grams as stylistic features to
investigate stylistic differences (if any) across
the work. Furthermore, we address the dis-
tinction between narration and conversation,
which has previously been omitted. We per-
formed exploratory multivariate analyses and
demonstrated that, despite internal differences,
single-authorship is more likely from a statis-
tical point of view. If Galba had contributed
something to the last quarter of the work, it
would have been minimal.

1 Introduction

Tirant lo Blanc, hereafter TLB, is a chivalry novel
written in Catalan toward the end of the 15th cen-
tury. Its first edition was printed in 1490 in Valen-
cia, Spain, although it had been supposedly com-
posed between 1460 and 1465 (Ferrando, 2012).
The Medieval Catalan literary masterpiece was
praised for its style as “the best book in the world”
by the 17th-century Spanish writer Cervantes in
chapter VI of Don Quijote de la Mancha (de Cer-
vantes Saavedra, 1999). The work was deemed to
be the very first modern novel in Europe by Pe-
ruvian Nobel laureate Mario Vargas Llosa, who
rediscovered and acknowledged its literary values
in recent times (Vargas Llosa, 2015).

Regarding its authorship, a sharp contradic-
tion exists between the dedication at the begin-
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ning of the book and the colophon at its end,
where information about the authorship and print-
ing is provided. Joanot Martorell affirms in the
dedication that he is solely responsible for the
work (single-authorship hypothesis), whereas the
colophon states that Martorell translated the first
three of the four parts and that the fourth part was
translated by Marti Joan de Galba (dual-authorship
hypothesis). Here, translation refers to creation, as
feigning a translation was commonplace during the
period under consideration. The apparent inconsis-
tency has been reconciled supposing that Martorell
wrote most of the work and Galba revised and ex-
panded it later (Martorell, 2008). Nonetheless, this
supposition requires empirical validation to verify
whether Galba actually participated in the creation
and, if so, to identify Galba’s contributions.

Thus, this study revisits the unsettled authorship
attribution of TLB by exploiting parts-of-speech
(POS) n-grams as stylistic features. Existing liter-
ature has only considered a word-length distribu-
tion, that of the most frequently used words, and
indices of the diversity of vocabulary. This study
also addresses the distinction between narration
and conversation, which has hitherto been disre-
garded, for fear that varying proportions of the two
components in the work might confound the even-
tual outcome. We performed exploratory multivari-
ate analyses and demonstrated that, despite internal
differences, single authorship is more likely from a
statistical point of view. If Galba had contributed
something to the last quarter of the work, it would
have been minimal.

The remainder of this paper is organized as fol-
lows. In Section 2, we review the existing literature
and highlight its limitations. Section 3 describes
the methodology followed in this study. In Sec-
tion 4, we present the experimental results, fol-
lowed by a discussion in Section 5. Finally, Sec-
tion 6 concludes the paper.
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2 Related Work

The single-authorship hypothesis, according to
which Martorell is the sole author, is based on the
description in the dedication, whereas the dual-
authorship hypothesis, according to which Mar-
torell wrote the first three parts and Galba added
the fourth, is indicated in the colophon. The
single-authorship hypothesis has been endorsed
by renowned philologist Marti de Riquer (de Ri-
quer, 1990; Martorell, 2016), although the dual-
authorship hypothesis has not been completely re-
jected (Martorell, 2008). Assuming that the dual-
authorship hypothesis is true, the question arises
as to where the fourth part that Galba purportedly
composed begins. TLB is not explicitly divided
into four parts, except for the first part, the begin-
ning of which is noted ahead of chapter 1. Con-
sidering that TLB consists of 487 chapters of un-
equal length, de Riquer (1990) estimated that if the
colophon is to be trusted, the fourth part begins
with chapter 363 in terms of the number of chap-
ters, or around chapter 283 in terms of the total
length of the novel.

Under these circumstances, stylometry plays a
key role (Martorell, 2008). Stylometry aims to iden-
tify the genuine author(s) of a written text through
quantitative analysis (Stamatatos, 2009). A series
of stylometric studies have delved into questions
concerning the authorship of TLB. In their pio-
neering study, Girén et al. (2005) examined the
distribution of word lengths (Mendenhall, 1887;
Williams, 1975) and the most frequent context-free
words, including articles, conjunctions, preposi-
tions, and pronouns. They detected a change in the
distribution of the variables from chapters 371 to
382 and concluded that the results corroborate dual
authorship. Nonetheless, they admit the possibility
that the observed differences may have been due to
factors other than changes in authors.

One shortcoming of Girén et al. (2005) is that
word-length distribution is not currently viewed as
the most effective feature for authorship attribution
tasks, which is implied by its practical absence in
recent studies. Furthermore, the linguistic interpre-
tation of word-length distribution is not straightfor-
ward. The stylistic information encoded therein is
unclear.

Another drawback is the model selection process
for the number of authors involved in the work.
They compared two probabilistic models corre-
sponding to the single and dual authorship hypothe-
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ses. The former consists of a single multinomial
distribution, and the latter comprises a mixture of
two distributions. Then, the ratio of posterior prob-
abilities between the two models was computed to
decide which one was more likely. However, they
did not consider the model’s complexity. Hence,
the selection of the dual authorship hypothesis was
the natural outcome, given that a more complex
model fits better than a simpler one. The trade-
off between model complexity and goodness of fit
should be addressed appropriately.

In addition, the authors disregarded the distinc-
tion between narration and conversation when the
analyses were vulnerable to the varying propor-
tions of these two components in the work. In fact,
the narration/conversation ratio fluctuates greatly
among chapters, as depicted in Figure 1. The ver-
tical axis represents the narration ratio, computed
as the number of tokens in the narration divided
by the chapter length. The curve represents the
moving average with a window size of 20. The
ratio of narration remains high from around chap-
ter 375 onward to the end, whereas it is negligible
from chapters 40—100. We assume that a differ-
ent proportion of narration/conversation is not per
se indicative of different authorship because its
constancy across a work by a single author is not
self-evident; narration/conversation may well be
abundant in some sections and exiguous in others.

Using analogous approaches, other studies ar-
rived at the same conclusion (Girén et al., 2005;
Riba and Ginebra, 2005; Puig et al., 2015; Font
et al., 2016). Riba and Ginebra (2006) also rein-
forces their findings using eight different indices of
the diversity of vocabulary, which is rarely utilized
as an effective stylistic feature either.

Thus, this study intends to shed new light on
the authorship attribution of TLB in the following
ways: (i) we leverage POS n-grams, which are
effective and linguistically interpretable stylistic
features; (ii) we conduct model selection appro-
priately, considering the trade-off between model
complexity and goodness of fit; and (iii) we address
the distinction between narration and conversation,
which has hitherto been omitted.

3 Methods

A digitized transcription of the princeps edition
was used in this study (Martorell, 2006)'. The

"https://www.cervantesvirtual.com/
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Figure 1: Ratio of narration along the chapters. The ratio was computed as the number of tokens in the narration
divided by the chapter length. The curve represents the moving average with a window size of 20.

chapter titles and Latin phrases (e.g., deo gracias
“thanks to God”) were removed. We also elim-
inated paragraphs in the letter format that devi-
ated from the typical structure of the work. Nu-
merous passages allegedly plagiarized from other
works (de Riquer, 1990) were retained as such
for the sake of simplicity. Regarding punctuation,
commas were eliminated so that editorial interven-
tions would not come into play, whereas periods,
colons, semi-colons, interrogation marks, and ex-
clamation marks indicating sentence boundaries
were retained as single punctuation symbols. More-
over, contracted and concatenated forms were sepa-
rated prior to POS tagging (e.g., [’art “the art” and
donant-lo “giving it” were divided into [’ art and
donant -lo, respectively).

Pre-processing resulted in 420,879 tokens and a
vocabulary size of 17,181. For subsequent analy-
ses, we did not adopt the original chapter division
because the lengths varied considerably from one
another. Instead, we generated equal-length pieces
of 10K tokens to obtain reliable statistics. The
length of 10K tokens is way above the minimum
sample size of 5K tokens that was shown to be suf-
ficient for stylometric analysis (Eder, 2015). The
shortest final piece of 879 tokens was merged into
the penultimate one. Thus, the entire work resulted
in forty-two pieces.

We leveraged POS n-grams as stylistic fea-
tures. The effectiveness of POS n-grams has been
demonstrated by the previous research address-
ing literary works in multiple languages, includ-
ing English (Koppel et al., 2002; Clement and
Sharp, 2003; Juola, 2006; Hirst and Feiguina, 2007;
Eder, 2015; Pokou et al., 2016; Savoy, 2017),
French (Kocher and Savoy, 2019), Japanese (Ue-
saka and Murakami, 2015), and Spanish (Kawasaki,
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2021, 2022). The advantages of employing POS
sequences are multi-fold: (i) the numerous occur-
rences provide reliable statistics; (ii) they are rel-
atively, if not completely, independent of content;
(iii) they are deemed to be reliable style mark-
ers (Holmes, 1998; Juola, 2006; Stamatatos, 2009).
Although partially, they capture syntactic patterns
that are difficult to imitate and allegedly out of
the conscious control of the author (Baayen et al.,
1996); and (iv) they are supposedly less vulnera-
ble to editorial interventions that would manipulate
the original; in fact, orthographic vacillation could
derive not only from the author but also from the
typesetters in the Middle Ages.

The tokens were POS-tagged according to lem-
matized concordance?. Specifically, we looked up
each token in the concordance prepared in key-
words in context format, considering its preced-
ing and following contexts. Thus, more than 99%
of the tokens were correctly tagged. Tokens that
were ambiguous or left untagged were assigned a
special tag, UNK, for simplicity, although manual
tagging was desirable. Consequently, the number
of POS tags amounted to thirteen®. For the most
frequent twenty words, including adverbs, conjunc-
tions, prepositions, and verbs, we adopted lemma
forms in lieu of the POS-tags to exploit their par-
ticular usage*. For example, the preposition de “of™

2We are greatly indebted to Dr. Eduard Baile Lépez of
University of Alicante for providing us with the valuable data.

3ADJ(ECTIVE), ADV(ERB), ART(ICLE),
CONJ(UNCTION), CONTR(ACTION BETWEEN PREPO-
SITION AND ARTICLE), INTERJ(ECTION), N(OUN),
PREP(OSITION), = PRON(OUN), = PROPER(NOUN),
PUNCT(UATION), UNK(NOWN), and V(ERB)

4i “and”, de “of”, que “that”, ésser “to be”, en “in”, a “to”,
per “for”, no “not”, fer “to do”, haver “to have”, tot “all”, com
“as”, ab “with”, dir “to say”, molt “much”, se “oneself”, gran

“great”, un “a”, qui “who”, and tenir “to have”.



was not converted into PREP but maintained as
such. This resulted in thirty-three unigram types in
total: thirteen POS tags and twenty lemma forms.

For the subsequent multivariate analyses, every
text piece was represented as a vector, with its ele-
ments being the z-transformed relative frequencies
of the n-grams (Burrows, 2002). The relative fre-
quencies were standardized to have a zero mean
and unit variance for every variable. We consid-
ered only the most frequent POS n-grams above
a given rank threshold r, whereas the remainder
was aggregated under the OTHERS label. There-
after, we performed two exploratory multivariate
analyses, i.e., principal component analysis (PCA)
and k-means clustering. As no other works by the
relevant authors were available, it was infeasible
to apply supervised methods such as classification.
To assess the robustness of the analyses, we var-
ied the n-gram size n for n € {1,2,3,4} and the
rank threshold r for r € {50, 100, 300, 500}. For
n = 1, r was fixed at 33, which is the number of
unigram types.

4 Results and Analyses

In this section, we present the experimental results
without a narration/conversation distinction. The
results of the respective parts will be presented
in Section 5.1. For illustrative purposes, we pro-
vide the results obtained with the hyper-parameters
(n,7) = (3,300), unless noted otherwise.

First, we examined the overall similarity patterns
across the entire work. Figure 2 displays the pair-
wise distance scores between the pieces. The i-th
piece is designated as TLB_i. The scores were cal-

culated as /|lx; — x;||?/r, where x; represents

the feature vector for the i-th piece and r the num-
ber of n-grams considered. The bluer (redder) the
cell, the more (less) similar the pair of pieces. We
can readily discern a large cluster comprised of
TLB_01-TLB_34, within which the distance scores
are small compared to the rest of the pieces.

41 PCA
We performed PCA using
sklearn.decomposition.PCA with

the default settings (Pedregosa et al., 2011)°.
Figure 3 illustrates the first two PC scores obtained
with the hyper-parameters (n,r) = (3,300). The

‘https://scikit-learn.org/stable/
modules/generated/sklearn.decomposition.
PCA.html
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Figure 2: Pair-wise distance scores between the 10K-
token pieces from the entire work, computed with
hyper-parameters (n, ) = (3,300). The bluer (redder)
the cell, the more (less) similar the pair of pieces.

contribution ratios of PC1 and PC2 were 12.3%
and 9.8%, respectively. Figure 3 apparently shows
no significant pattern. However, we found that both
PC1 and PC2 presented a moderate negative corre-
lation with the proportion of conversational parts
in the pieces: Spearman’s p = —0.66 (p < 0.01)
for PC1 and p = —0.34 (p = 0.03) for PC2. It
is probable that the principal components simply
reflect the proportion of narration/conversation,
although it is not impossible that they reflect
different authorship. Hence, we find it more
practical to distinguish between the two parts and
verify whether the same pattern emerges.

4.2 k-means

We performed k-means clustering using
sklearn.cluster.KMeans with the de-
fault settings (Pedregosa et al., 2011)°. The
number of clusters k was fixed at k = 2, which
is the supposed maximum number of authors
involved. As the algorithm is sensitive to the
initially selected centroids, we ran it 100 times
to compute the mean concordance rate, which is
defined as the average number of times a pair of
pieces is found in the same cluster. Our premise
was that no clear-cut pattern would emerge if
stylistic differences did not exist.

Figure 4 presents the pair-wise mean
concordance rates obtained with hyper-

*https://scikit-learn.org/stable/
modules/generated/sklearn.cluster.KMeans.
html
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Figure 3: Scatter plot of PC1 and PC2 for the entire
work with hyper-parameters (n,r) = (3, 300).

parameters (k,n) (2,3), while varying
r € {50,100,300,500}. The darker the cell,
the more often the pair of pieces were classified
into the same cluster. Figure 4 illustrates that
the clustering method is susceptible to the hyper-
parameter r, resulting in inconsistent outcomes.
The resulting clusters were also sensitive to n
(data not shown). Consequently, it was difficult
to draw definitive conclusions. If two distinct
styles were to exist in the work, they would have
been detected consistently regardless of different
hyper-parameter settings, which was not the case.

For r € {300,500}, we can see a boundary be-
tween TLB_35 and TLB_36, which agrees with the
findings of Riba and Ginebra (2005). They detected
it in chapters 371-382, which roughly correspond
to the second half of TLB_35 and the first half of
TLB_36. However, this is also the point where the
narration ratio increases (Figure 1). Therefore, we
suspect that what Riba and Ginebra (2005) detected
was not necessarily a change-point of authors but
rather that of the narration/conversation ratio, and
argue for the distinction between narration and con-
versation parts.

5 Discussion

5.1 Narration/Conversation Discrimination

As described above, the unequal amount of nar-
ration/conversation in the work potentially affects
the resultant n-gram distribution. To avoid possible
confounding effects, we distinguished between the
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narration and conversation sections. Identification
of the two parts was readily made as the beginning
of the conversation paragraphs is indicated with
special characters. The entire text was first seg-
regated into narration and conversation parts, and
then each part was divided into 10K-token pieces.
When the length of the last piece exceeded 6K, it
was treated as an independent piece; otherwise, it
was merged into the penultimate piece to prevent
it from suffering data paucity. Thus, the narra-
tion and conversation parts resulted in eighteen and
twenty-four pieces, respectively. The i-th piece in
the narration (conversation) part was designated as
TLB_N(C)_i.

5.1.1 Narration

Figure 5 illustrates the first two PC scores for the
narration part with the hyper-parameters (n,r) =
(3,300). The contribution ratios of PC1 and PC2
were 18.0% and 10.2%, respectively. PC1 neatly
separates TLB_N_14-TLB_N_18 on the far left side
from the rest, whereas the interpretation of PC2 is
difficult to make.

The pair-wise mean concordance rates among
the narration parts are displayed in Figure 6. The
results were relatively robust with other hyper-
parameter settings. The narration section presents a
clear boundary between TLB_N_13 and TLB_N_14,
which approximately corresponds to chapter 350,
where the story turns to the fate of Plaerdemavida.
This boundary does not diverge greatly from the es-
timation by de Riquer (1990) that the beginning of
the fourth part should be situated in chapter 363 in
terms of the number of chapters. Furthermore, it ac-
cords with de Riquer’s earlier opinion that Galba’s
contribution should be located from chapter 349
onward (Martorell and de Galba, 1947). In sum,
the detected boundary does not contradict the de-
scription in the colophon that Galba created the
fourth section.

5.1.2 Conversation

Figure 7 illustrates the first two PC scores for
the conversation part with the hyper-parameters
(n,r) = (3,300). The contribution ratios of PC1
and PC2 were 18.2% and 10.6%, respectively. PC1
separates TLB_C_02-TLB_C_06 on the far left
side from the rest, and among which PC2 isolates
TLB_C_22-TLB_C_24 from the remainder.

Next, we present the pair-wise mean concor-
dance rates for the conversation component in Fig-
ure 8. The conversation part presents two bound-
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set at (k,n) = (2,3) and r € {50, 100, 300, 500}. The darker the cell, the more similar the pair of pieces.

aries: one between TLB_C_01 and TLB_C_02,
which corresponds approximately to chapter 29,
and the other between TLB_C_06 and TLB_C_07,
which corresponds approximately to chapter 101.
The results were relatively robust with other hyper-
parameter settings.

The pieces TLB_C_02-TLB_C_06, or chapters
29-101, roughly correspond to the latter part of
the section “William of Warwick™ and the entire
section of “Tirant in England” (de Riquer, 1990).
These chapters are exceptional in that they consist
of conversation only (Figure 1) and are character-
ized by an abundance of narrational components
within conversation, in contrast to the dialogic style
of the rest of the chapters. This peculiarity could
be attributed to the alleged adaptation for TLB of
Guillem de Varoich (GV), which Martorell him-
self would have composed prior to the creation of
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TLB (Gili i Gaya, 1947; de Riquer, 1990)”. In such
a case, the second boundary between TLB_C_06
and TLB_C_07 would not necessarily reflect differ-
ent authorship but rather Martorell’s internal stylis-
tic variation.

Regarding the first boundary between TLB_C_01
and TLB_C_02, it is noticeable that TLB_C_01 cor-
responding to the first part of “William of Warwick”
does not resemble its continuation but the rest of
the work starting from TLB_C_07. We speculate
that Martorell’s intensive retouching of the afore-
mentioned GV only involved its initial part to ac-
commodate it to the newly composed TLB and that
the rest was left relatively intact.

Notably, the narration and conversation diverged
in terms of the boundary that separates the two in-

"http://www.cervantesvirtual.com/obra/
guillem-de-varoich--0/
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Figure 5: Scatter plot of PC1 and PC2 for the narration
part with hyper-parameters (n,r) = (3, 300).

ternal clusters. Although this speculation requires
verification by conducting experiments with undis-
puted works, we argue that if a different hand had
come into play, both narration and conversation
would coincide at the cluster boundary, which is
not the case with £ = 2. Nonetheless, when k is
set to three for the conversation part, there emerges
a subcluster within the second cluster, whereas the
first cluster remains intact, as displayed in Figure 9.
This subcluster comprises TLB_C_22-TLB_C_24,
corresponding approximately to chapters 355—487.
This boundary agrees well with that detected for
the narration part at chapter 350, as noted above. In
line with Martorell and de Galba (1947), the con-
currence of the boundaries suggests that, if Galba
had made some contribution to TLB, it should be
located from chapter 350 to the end. The fact that
new boundaries do not emerge when k is set to
four or five points to strong internal cohesion of the
clusters.

5.2 Detection of Number of Components

Thus far, it is evident that internal variation exists
both in the narration and conversation parts. How-
ever, we are yet to verify if the variation is so large
as to ascribe it to different authors. Despite the de-
tection of the correct number of components being
a challenging problem in stylometry (Koppel et al.,
2011), we attempted to statistically determine the
number of distinct hands that may have participated
in TLB. We presumed that if single-authorship was
more likely, only one component would be detected
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Figure 6: Pair-wise mean concordance rates for the
narration part that was computed from 100 itera-
tions of k-means performed with the hyper-parameters
(k,n,r) = (2,3,300). The darker the cell, the more
similar the pair of pieces.

instead of two or more components, in which case
multiple-authorship would be backed up.

By formulating the problem as model selection,
we applied a Gaussian Mixture Model (GMM)
combined with Bayes Information Criterion (BIC).
GMM allows for probabilistic clustering to explore
the heterogeneity in multivariate data (Friihwirth-
Schnatter, 2006; Murphy, 2012). Combination
with BIC enables model selection, considering
the trade-off between model complexity and
goodness of fit; a smaller BIC value indicates
a better model. The capability of the algorithm
to estimate the correct number of components
has been demonstrated in the literature (Leroux,
1992). Although its effectiveness for stylomet-
ric studies requires empirical validation with
the works of undisputed authorship, it will be
worthwhile to apply the method to our case of
interest. We implemented the algorithm using
sklearn.mixture.GaussianMixture (Pe-
dregosa et al., 201 1)® with the default full
covariance parameter and varying the number of
components k € {1,2,3,4,5}.

Figure 10 reveals that the effective number of
components is k = 1 for every r in the narration.
An identical pattern was observed for the conversa-
tion part. The behavior was consistent across the

$https://scikit—-learn.org/stable/
modules/generated/sklearn.mixture.
GaussianMixture.html
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Figure 7: Scatter plot of PC1 and PC2 for the conversa-
tion part with hyper-parameters (n, ) = (3, 300).

hyper-parameter space (n,r) (figures not shown)
except for (n,r) = (1, 33), in which case the esti-
mated number of components was two for narra-
tion and three for conversation. The fact that the
outcome converges as n grows larger would jus-
tify giving more importance to the results obtained
with n > 2. We suspect that unigrams are too
coarse-grained to elicit an immanent pattern.

Consequently, we argue that, despite internal
differences, single-authorship is more likely than
dual-authorship from a statistical viewpoint. We
conjecture that the clear split observed with PCA
and k-means simply reflects Martorell’s internal
stylistic variation without necessarily pointing to
different authorship. Alternatively, Galba might
have actually contributed to the creation of the
fourth part starting from around chapter 350 on-
ward to the end, but too little for his own stylistic
fingerprints to be recognized.

5.3 Distinctive POS n-grams

We explored POS n-grams that played a crucial
role in the multivariate analyses and deserve special
mention from the philological viewpoint. As we
explained in Section 3, the relative frequencies of
n-grams were standardized to have zero mean and
unit variance for every variable. An n-gram was
considered distinctive when its absolute value was
above 1 on average for the pieces of interest.
With respect to the narration part, we focus on
the pieces TLB_N_14-TLB_N_18 forming a cluster
in Figure 6. In these pieces, the trigrams that in-
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Figure 8: Pair-wise mean concordance rates for the con-
versation component that was computed from 100 itera-
tions of k-means performed with the hyper-parameters
(k,n,r) = (2,3,300). The darker the cell, the more
similar the pair of pieces.

clude ADJ_N are frequently used: MOLT_ADJ N,
ADJ N_I, and ADJ _N_ADV. The sequence ADJ_N
represents the preposition (instead of posposi-
tion) of an adjective to the noun that it modi-
fies (e.g., tritimphal victoria “triumphant victory”).
Coromines (1971) attributed the excessive use of
epithet preposition to the alleged Galba’s contri-
bution. Also characteristic are the sentences be-
ginning with the conjunction i “and” followed
by a verb, as illustrated by PUNCT_IV and
PUNCT I FER (e.g., . E lexaren “. And they
left”). Other distinctive features include the use
of the adverb molt “very”, as exemplified by
MOLT_ADJ_V and MOLT_ADV N (e.g., molt bé
acompanyats ‘“‘very well accompanied”), and that
of the adjective gran “great”, as seen in GRAN_N_I
(e.g., gran importancia e “great importance and”).

In the conversation part, we first focus on the
pieces TLB_C_02-TLB_C_06 forming a cluster in
Figure 8. In these pieces, the trigrams that in-
clude ART_N representing a noun phrase headed
by an article (e.g., lo rey “the king”) are extensively
used: PUNCT_ART.N, ART_N_V, ART_N,
COM_ART N, ART N_ESSER, ADV_ARTN,
DE_ART N, ART_N_ADV, AB_ART.N, and
V_ART N. This usage reflects the abundance of
narrational components within the conversation. In
contrast, the following trigrams appear much fewer
times: PRON_HAVER_V, which contains present
perfect construction formed by haver “to have” and
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Figure 9: Pair-wise mean concordance rates for the con-
versation component that was computed from 100 itera-
tions of k-means performed with the hyper-parameters
(k,n,r) = (3,3,300). The darker the cell, the more
similar the pair of pieces.
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Figure 10: Model selection with Gaussian Mixture
Model for narration part. The hyper-parameters are
n = 3 and r € {50,100,300,500}. A smaller BIC
value indicates a better model.

past participle (e.g., -ns ha dats “has given us”);
V_PUNCT_CONJ and N_PUNCT_CONJ, which
represent a sentence beginning with conjunction
(e.g., gloria. Donchs “glory. So”); and ADJ_N_V,
ADJ_N_CONIJ, ART_ADJ N, etc, all of which rep-
resent preposition of an adjective to the noun that
it modifies.

The following trigrams characterize a subclus-
ter TLB_C_22-TLB_C_24 in Figure 9 for frequent
occurrences: HAVER_V_ART, which contains
present perfect construction (e.g., ha presa la “has
caught the”); V_V_I, which involves, for instance,
an infinitive preceded by an auxiliary verb includ-
ing poder “can” and voler “to want” (e.g., po-
dia veure e “could see and”); and ART_ADJ_N,
ADJ_ADJ N, etc., all of which represent preposi-
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tion of an adjective to the noun that it modifies.
Its frequent use is also seen in the corresponding
narration part (Coromines, 1971).

6 Conclusions and Future Work

This study revisited the unsettled authorship attri-
bution of Tirant lo Blanc using stylometric tech-
niques; specifically, we exploited POS n-grams
as stylistic features. Furthermore, we addressed
the distinction between narration and conversation,
which has hitherto been omitted. We performed ex-
ploratory multivariate analyses and demonstrated
that, despite internal differences, single-authorship
is more likely from a statistical point of view. If
Galba had contributed something to the last quarter
of the work, it would have been minimal.

One limitation of our study is the adoption of
rather coarse granularity in parts-of-speech. For
instance, we did not distinguish between verbal
forms such as finite forms, infinitive, gerund, and
participle and instead treated them all under the
category of VERB. However, their peculiar usage
has been pointed out in previous literature (Gili i
Gaya, 1947; Ferrando, 1987; de Riquer, 1990; Fer-
rando, 2012) and so could be useful for detecting
authorial fingerprints as well. Furthermore, it will
be intriguing to explore the orthographic, lexical,
morphological, and syntactic traits that have been
suggested as distinctive in previous research (Gili
i Gaya, 1947; Coromines, 1971; Ferrando, 1987;
Skubic, 1989; de Riquer, 1990; Ferrando, 2012), to
name a few’.

Moreover, two hypotheses concerning the gene-
sis of TLB remain to be examined stylometrically:
(1) that a short fragmentary manuscript denomi-
nated Guillem de Varoich was actually written by
Martorell (Gili i Gaya, 1947; de Riquer, 1990); and
(i1) that the Valencian writer Joan Rois de Corella
is the genuine author of TLB (Guia i Marin, 1996).
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Abstract

This paper presents machine translation from
historical Japanese to contemporary Japanese
using a Text-to-Text Transfer Transformer (T5).
The result of the previous study that used neural
machine translation (NMT), Long Short Term
Memory (LSTM), could not outperform that of
the work that used statistical machine transla-
tion (SMT). Because an NMT model tends to
require more training data than an SMT model,
the lack of parallel data of historical and con-
temporary Japanese could be the reason. There-
fore, we used Japanese T35, a kind of large lan-
guage model to compensate for the lack of data.
Our experiments show that the translation with
TS5 is slightly lower than SMT. In addition, we
added the title of the literature book from which
the example sentence was extracted at the be-
ginning of the input. Japanese historical corpus
consists of a variety of texts ranging in peri-
ods when the texts were written and the writing
styles. Therefore, we expected that the title
gives information about the period and style, to
the translation model. Additional experiments
revealed that, with title information, the transla-
tion from historical Japanese to contemporary
Japanese with TS surpassed that with SMT.

1 Introduction

This paper develops a translation system from his-
torical Japanese to contemporary Japanese. In
Japan, there are a large number of historical lit-
erature including untranslated ones. Although the
experts are able to translate them, it is not only
difficult but also time-consuming to translate them
manually. Therefore, translation systems of histori-
cal Japanese are necessary.

To our knowledge, two works have been done for
translation from historical Japanese to contempo-
rary Japanese (see Section 2). Hoshino et al. (2014)
used statistical machine translation (SMT), which
presented a translation system whose BLEU score
(Papineni et al., 2002) was 28.02, the highest in
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the previous study. Takaku et al. (2020) used neu-
ral machine translation (NMT), Long Short Term
Memory (LSTM), and the BLEU score of their
system was 19.95. We believe that the lack of
translation data is why the NMT, specifically, trans-
lation with LSTM, could not outperform the SMT.
An NMT model tends to require more training data
than an SMT model does but the parallel data of his-
torical and contemporary Japanese are limited; they
are 86,684 sentence pairs. Therefore, we used Text-
to-Text Transfer Transformer (T5) (Raffel et al.,
2020), which is a pre-trained large language model
(LLM), to compensate for the lack of data. After
the release of the GPT (Radford et al., 2018) and
the BERT (Devlin et al., 2019) in 2018, LLMs have
achieved state-of-the-art results in various tasks of
natural language processing. We hypothesise that
the poor performance due to the limited training
data could be complemented by the use of large
pre-trained models (see Section 3).

In addition, we focused on the diversity of
the historical texts. The Japanese historical cor-
pus consists of a variety of texts ranging in pe-
riods when the texts were written and the writ-
ing styles. For example, The Complete Collec-
tion of Japanese Classical Literature published by
Shogakukan(SHOGAKUKAN, 2010) ! contains
older texts written in the 800s and relatively new
texts written in the 1800s. In addition, the collec-
tion consists of texts of various styles, including
diaries, poems, folk stories, and so on (see Section
4). Therefore, it is not surprising if the diversity of
the texts gives a negative influence on the perfor-
mance of the translation system.

Lietal. (2016) reported that giving speakers’ IDs
to persona-based dialogue generation improves the
dialogue quality when the training data consists of
data from multiple speakers. We believe that this is
because the information of the speakers alleviates
the negative influence of the diversity of the train-

1https: //japanknowledge.com/en/contents/koten/
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ing data. Instead of speakers’ IDs, we utilized the
titles of the literature book from which the example
sentences were extracted.

We compared our methods with the previous
studies using BLEU and BERT scores and analysed
the quality of the translations (see Sections 5, 6 and
7).

The contributions of this paper are as follows:

1. We developed a translation system from histor-
ical Japanese to contemporary Japanese using
TS;

2. We proposed giving the title information of the
literature book from which the example sen-
tence was extracted to the translation model;

. The BLEU score of our system outperformed
those of the previous research; and

4. We discussed the translation quality using
some examples.

2 Related Work

Research on machine translation from historical
Japanese into contemporary Japanese has been re-
ported by Hoshino et al. (2014) who used SMT and
Takaku et al. (2020) who used LSTM. The BLEU
scores were 28.02 for SMT and 19.95 for LSTM.
We used TS5 to complement the lack of parallel data
that is required for the training of the model.

An example of a previous study of translation
using T5 is work reported by Emezue and Dossou
(2021). They used multilingual TS5 (mt5) to trans-
late African languages such as Kosa, Yoruba, and
Igbo into English and French. The number of data
on these African languages is limited; Kosa, the
largest corpus has 158,660 monolingual sentences
and 137,000 parallel data with English. They re-
ported that the BLEU score of the Kosa-English
translation was 30.25. Their research has shown
that T5 is effective for low-resource language trans-
lation. Agarwal et al. (2020) used TS5 for machine
translation to aid bilingual data-to-text generation
and semantic parsing. They showed the machine
translation using TS improved performances of gen-
eration and parsing tasks.

We gave the title of the literature book from
which the example sentence was extracted to the
translation model. This is inspired by Li et al.
(2016), who gave speakers’ IDs to the persona-
based dialogue generation system. The dialogue
quality improved when the training data consisted
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of data from multiple speakers; the utterances out-
put from the system became more speaker-specific.
We expected that the information of the speakers
would alleviate the negative influence of the diver-
sity of the training data. Instead of speakers’ IDs,
we input the titles of the literature book to allevi-
ate the negative influence of the diversity of the
training sentences in period and style. In addition,
Caswell et al. (2019) added an extra token to back-
translation data for noising techniques 2. They
inform the model which data is back-translated to
alleviate the noise’s effect. Instead, we added the
title of the literature book to inform the model the
period and writing style information.

In addition, there is research on translation re-
lated to digital humanities such as (Gupta, 2022),
(Zheng et al., 2022), and (Piper and Erlin, 2022).

3 Translation Using TS

TS is a pre-trained model based on Transformer
(Vaswani et al., 2017) trained with Colossal Clean
Crawled Corpus (C4), which is a cleaned version
of Common Crawl’s web crawl corpus. Using such
high-quality data and careful tuning of the model,
TS5 achieved state-of-the-art performance on 26 var-
ious tasks in 2019.

In this paper, we fine-tuned pre-trained Japanese
T5 to translate historical Japanese into contem-
porary Japanese. We aim to compensate for the
lack of data using a pre-trained LLM because the
amount of parallel corpus of historical and contem-
porary Japanese is limited. We used sonoisa/t5-
base-japanese® for Japanese T5. This model
was trained with Japanese Wikipedia dump data,
Japanese OSCAR corpus, and Japanese CC-100:
Monolingual Datasets from Web Crawl Data. Al-
though it is mostly trained with contemporary
Japanese, we used it for transformation from his-
torical Japanese to contemporary Japanese. There-
fore, this method could be deemed as a diachronic
domain adaptation. We employed this method
because Komiya et al. (2022) reported that the
performance of Japanese word sense disambigua-
tion of historical Japanese significantly improved
when they used diachronic domain adaptation us-
ing Japanese BERT trained with contemporary

2We attempted the back translation for this research but it
did not work. We think that this is because the data we used,
Aozora-bunko, is not enough similar to the original corpus of
historical Japanese

Shttps://huggingface.co/sonoisa/
t5-base-japanese
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Parallel data

Historical sentence
Contemporary sentence

M3, BICHEOKIHAICKT, BRELEANTEVELD,
T, WEWEFEOKBHIZRZ ., s - Bzefbd,
BHINRIFE DAL DRIELTE T,

Title-added parallel data

Historical sentence
Contemporary sentence

5 HY)REE (Konjaku)02: 111 5 (2, BRICFEDM D HIZWR T, EMBLERATSERD,
T, VAWK HIZ R L, 88 - BLERDT,
BENBRUTED AL PSR LTE T,

Table 1: Example of parallel data and title-added data. The only difference between the parallel data and the
title-added data is the prefix of the historical sentence: the title and colon(:).

Japanese.

In addition, we gave the titles of the literature
books from which the example sentences were ex-
tracted, to the translation model: the fine-tuned T5.
We set a title and colon as a prefix of the histori-
cal Japanese sentence. Table 1 shows an example
of the input: the prefix and text. The titles give
information on the period and writing style of the
original sentence to the model. The meanings of
words sometimes vary depending on the writing
style of the texts and the period when the texts
were written. Therefore, we believe that this kind
of information is useful for translation. It helps the
model appropriately translate texts from various
literature books written in a wide range of periods
and in various writing styles. We were inspired
by Li et al. (2016), who gave speakers’ IDs to the
persona-based dialogue generation system.

4 Data

We used a parallel corpus extracted from The Com-
plete Collection of Japanese Classical Literature
published by Shogakukan by Hoshino et al. (2014).
This corpus consists of historical Japanese sen-
tences paired with manually translated contempo-
rary Japanese sentences. Table 2 shows the statis-
tics of the parallel data of historical and contempo-
rary Japanese. This is a diachronic corpus consist-
ing of works from various periods.

We used 50 pieces of literature listed in Tables 3
and 4. However, they are 60 books because some
literature has more than one volume and Hogen
monogatari and Heiji monogatari were compiled
together in one book *.

The corpus contains a total of 86,684 sentence
pairs, some of which have multiple contempo-

4Chikamatsu-Monzaemon-shii has three volumes, Genji
monogatari has six volumes, Heike monogatari has two vol-
umes, and Kokin Wakasha has two volumes.
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Historical Japanese

Total Number of Sentences 86,684
Vocabulary Size 49,200
Number of Tokens 2,774,745

Contemporary Japanese

Total Number of Sentences 86,684
Vocabulary Size 45,690
Number of Tokens 3,611,783

Table 2: Parallel corpus of historical and contemporary
Japanese. The data for translation are extracted from the
Complete Collection of Japanese Classical Literature.

rary Japanese translations for a single historical
Japanese. In the corpus, 221 historical Japanese
data and 163 contemporary Japanese data were du-
plicated. Notably, these different translations of the
same historical Japanese could decrease the BLEU
score when they are split into the training and test
data. The data was split into (training: develop-
ment: test) = (82,591: 2,000: 2,093) sentence pairs,
following (Takaku et al., 2020) To avoid data bias,
the data were randomly split.

We made another data where the titles of this sen-
tence were added to the head of historical Japanese
from The Complete Collection of Japanese Clas-
sical Literature. We added the title and the mark
colon (:) to the head of every historical sentence.
Table 1 shows examples from both data. We ap-
pended the title to the beginning of each sentence
pair. The title of the literature book is only added
to the beginning of the historical Japanese and not
to the contemporary Japanese.

As the parallel corpus did not have the title in-
formation, we searched the sentences of the source
language, i.e., historical Japanese, in The Com-
plete Collection of Japanese Classical Literature,
the original dataset, and automatically identified it.
In this process, a few errors happened especially for



Titles

Year

Style

Chikamatsu-Monzaemon-shii
(Collection of Chikamatsu-Monzaemon’s Stories)

1703-1720

Playbook

Genji monogatari (The Tale of Genji)

Before 1001

Tale

Gikeiki (The Chronicle of Yoshitsune)

Before 1400

War chronicle

Heichti Monogatari (Tales of Heichu)

Around 1000

Poem tales

Heiji monogatari (The Tale of Heiji)

Mid-13th century

‘War chronicle

Heike monogatari (The Tale of the Heike)

Before 1309

Epic account

Hogen monogatari (The Tale of Hogen)

Around 1220

‘War chronicle

Hojoki (Square-jo record) 1212 | Essay
Imose Yamaonna Teikin 1771 | Playbook
Ise monogatari (The Tales of Ise) Around 900? | Poem tales
Izumi Shikibu Nikki (The Diary of Lady Izumi) 1008 | Poetic diary
Jikkinsyo 12527 | Folktales
Kagerd Nikki (The Mayfly Diary) 974 | Poetic diary
Kaikou 1764 | Playbook
Kanameishi 1663 | Folktales
Kindaishoka 1209 | Essay on poetry
Kokin Wakashii (Collection of Japanese Poems
Of Ancient and Modern Times) P 905 | Anthology of the poetry
Kokin Wakashi Appendix 905 | Anthology of the poetry
Kokka-Hachiron 1742 | Essay on poetry

Konjaku Monogatarishii
(Anthology of Tales from the Past)

Around 1120

Folktales

Koraifuiteisho

1197

Essay on poetry

Maigetsu-sho 1219 | Essay on poetry

Makura no Soshi (The Pillow Book) 1001 | Essay

Murasaki Shikibu Nikki (The Diary of Lady Murasaki) 1010 | Diary
Matsuranomiya Monogatari 1201 | Tale

(The Tale of the Matsura Palace)

Mutsuwaki (Chronicle of Mutsu)

Late 11th century

War chronicle

Nihon Ryoiki (Miraculous Stories from

The Japanese Buddhist Tradition) 822 | Folkales
Nii-Manabi-Iken 1811 | Essay on poetry
Ochikubo Monogatari (The Tale of Ochikubo) Around 1000 | Tale
Okagami (The Great Mirror) 1119 | History book
Otogi Monogatari 1678 | Folktales
Sanukinosuke Nikki (The Diary of Sanukinosuke) 1109 | Diary
Sarashina Nikki (The Sarashina Diary) 1020 | Nonfiction narrative
Shasekishii (Sand and Pebbles) 1283 | Buddhist text

Shobogenzo Zuimonki

(The Treasury of the True Dharma Eye: 1235-1238 | Dharma talks

Record of Things Heard)

Shomonki, Masakadoki (Chronicle of Masakado)

Before 1099

War chronicle

Soga Monogatari (The Revenge of the Soga brothers)

Before 1285

War chronicle

Taketori Monogatari (The Tale of the Bamboo Cutter)

Around 900

Fictional prose narrative

Takitsuke Moekui Keshizumi

1677

Folktales

Table 3: List of the Literature Books 1
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Titles Year | Style

Tannisho (Lamentations of Divergences) Around 1300 | Buddhist text
Tosa Nikki (Tosa Diary) 934 | Poetic diary
Toshiyori Zuind 1113 | Essay on poetry
Tsurezuregusa (Essays in Idleness) 1332 | Essay

Tsutsumi Chiinagon Monogatari
(Tales of the Riverside Middle Counselor)

Before 1271

Short stories

Tsutsumi Chiinagon Monogatari Appendix

Before 1271

Short stories

Uji Shii Monogatari 1221 | Short stories
Ukiyo Monogatari 1661 | Folktales
Utsubo Monogatari (The Tale of the Hollow Tree) Around 1000 | Tale

Yamato Monogatari (Tales of Yamato) Oth - 10th century | Short stories
Yokyoku-shu Before 1573 | Playbook

Table 4: List of the Literature Books 2

short sentences, because sometimes the same short
sentences appeared in multiple pieces of literature.
However, we used them without any corrections.

5 Experiments

We conducted two kinds of experiments: (1) the
experiment using the parallel data and (2) the ex-
periment using the title-added parallel data.

We used sonoisa/t5-base-japanese and T5 tok-
enizer in the hugging face library for Japanese TS
and its tokenizer. We conducted a grid search for
the learning rate, epoch number, and repetition
penalty in both experiments as shown in Table 5.
We set the hyperparameters of T5 as shown in Ta-
ble 6. The other parameters are set to the default
values. Because sonoisa/t5-base-japanese model
does not need lots of memory, we trained the mod-
els by using only an RTX3090. It took 2.5 hours
per epoch.

We measured BLEU scores and the similari-
ties between translations using Sentence-BERT
(Reimers and Gurevych, 2019) for evaluation. For
the calculation of BLEU score, we used Sacreblue
(Post, 2018) . We calculated the similarities be-
tween translations for reference because BLEU
scores do not directly reflect the meanings of the
sentences. We used sonoisa/sentence-bert-base-ja-
mean-tokens-v2 to calculate the similarities®. We
used default settings for the hyperparameters of the
Sentence-BERT.

Shttps://huggingface.co/spaces/evaluate-metric/sacrebleu
®https://huggingface.co/sonoisa/sentence-bert-base-ja-
mean-tokens-v2

6 Results

6.1 BLEU scores

Table 7 shows the best BLEU scores of the exper-
iments using the parallel and title-added parallel
data and their hyperparameters. It shows that the
BLEU score of NMT with simple T5 using only the
parallel data (27.50) is better than that of LSTM
(19.95) (Takaku et al., 2020) and slightly lower
than that of SMT (28.02) (Hoshino et al., 2014).
It also shows that the BLEU score is better when
the title-added parallel data was used than when
the parallel data without the title was used. The
BLEU score of NMT with T5 using the title-added
parallel data (28.67) outperformed those of LSTM
and SMT.

6.2 Similarities Using Sentence-BERT

Table 8 shows the average similarities between the
translation of the systems and the reference transla-
tion calculated using Sentence-BERT. They were
averaged over all the test examples. The BLEU
scores are also shown in the table as a reference.

As shown in Table 8, the average similarity be-
tween the translation by the system trained with
the parallel data and the reference translation was
0.787 and that between the translation by the sys-
tem trained with the title-added parallel data and
the reference translation was 0.784. The difference
was 0.004 points, which is not significant. How-
ever, the system trained with the title-added parallel
data outperformed the system trained with parallel
data again.



Learning rate

0.0001, 0.0002, 0.0003, 0.0004, 0.0005, 0.0007, 0.001

Epoch number

1,5,10

Repetition penalty

1,1.5,2.0

Table 5: The hyperparameters of the experiments

max_seq_length 512
weight_decay 0.0
adam_epsilon le-8
warmup_steps 100
batch_size 128
gradient_accumulation_steps 4
n_gpu 1
early_stop_callback False
fp_16 False
opt_level 01
max_grad_norm 1.0

Table 6: Hyperparameters of TS

7 Translation Analysis

Table 9 shows the translation examples of the ex-
periments using the parallel and title-added parallel
data. The first example is from Heiji Monogatari
(The Tale of Heiji) and the second example is from
Genji Monogatari (The Tale of Genji) ’. In these
two examples, we can see the reference translations
are idiomatic, rather than literal translation.

For instance, in the first example, the original
sentence does not contain the subject, who brought
Tokiha (a woman) to someone who ordered some-
one to do so. Because omission of the subject
often occurs in Japanese, this is a natural Japanese
sentence. Nevertheless, the reference translation
includes the subject; it says that Ito Musha, a spe-
cific warrior, brought her to someone who ordered
him to do so. The translations of our systems do
not include the subject, like the original sentence.
In addition, the verb in the original sentence, “'&.
&7, the basis form of “E./\,” literally means “say’
rather than “order.”” However, the reference transla-
tion uses the verb “order” instead of “say” in this
example, whereas the translations of the systems
use the word “say.” We think that this is proba-
bly because “order” is easier to understand than
“say” in this context. However, it is an idiomatic
translation again.

In addition, in the second example, the origi-

i

"The title we used was Genji05, because we had 6 volumes
for Genji Monogatari and it was the fifth one.
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nal sentence says “Z Z 782 5 A % literally means
“people staying here.” The translations of our sys-
tems are correct if the sentence was translated liter-
ally. However, the reference translation rephrased
the word to “my sons.” This is an additional expla-
nation by a translator. Therefore, we believe that
the BLEU scores of our systems tend to decrease
because the reference translations are idiomatic.
To evaluate these systems, literal translations are
necessary.

Moreover, some Japanese verbs totally change
the word when an honorific form is used. It is
like the past tense of irregular verbs in English. In
addition, some Japanese verbs have some variant
honorific forms.

In the first example, two verbs, which mean
bring someone and order, are written in normal
form in the reference translation. However, when
the T5 translation with the parallel data was used
for the experiments, two verbs, which means bring
someone and say, were written in honorific form.
When the title-added parallel data was used, a verb
that means ‘““say” was written in another honorific
form and the other two verbs, which mean bring
someone and follow, were written in normal form.

In the second example, “& (X F U 7 IL”
which means “were still alive” with old honorific
form in the original sentence was translated into
“EEXTWVWH oL % o575, in the reference
translation, which means the same but with contem-
porary honorific form. However, it was translated
into “Z FMTWVWH 5 L % o725 using our
systems instead of “EETVNH- L% 57257
“THAMTWV S5 L% o725 means “were still
alive” again, and this is another expression that
means the same with a different contemporary hon-
orific form. In other words, these two expressions
mean the same, however, the ways of honorifica-
tion are different. These kinds of variations of
expressions also tend to decrease the BLEU scores.
Because we do not have the translation examples
of the other systems, we cannot compare the results
directly 3. However, we believe that NMT tends to

$We could not find any translation examples as same as
(Takaku et al., 2020) because the dataset was the same but the



‘ Learning rate  Epoch number Repetition penalty H BLEU

The parallel data | 0.0002 10 1.0 | 27.50
The title-added parallel data | 0.0005 5 L5 | 28.67
LSTM (Takaku et al., 2020) 19.95
SMT (Hoshino et al., 2014) 28.02

Table 7: The best results of experiments using the parallel and the title-added parallel data

Data | Sentence-BERT | BLEU
Parallel data 0.784 27.49
Title-added data | 0.787 28.57

Table 8: The average similarities of the translation of
systems and the reference translation calculated using
sentence-BERT

translate the texts with more variations than SMT
does because SMT uses a dictionary. Therefore,
these kinds of variations of expression probably
happened more when NMT was used.

8 Conclusion and Future Work

In this paper, we translated historical Japanese into
contemporary Japanese by fine-tuning Japanese
TS5, which is a large-scale pre-trained model. We
expected that TS5 would be useful for the transla-
tion because it compensates for the lack of parallel
data. In addition, we proposed to add a book ti-
tle from which the source sentence was extracted
at the beginning of the input sentences. Because
CHJ, the historical text corpus we used, ranges
in periods when the texts were written and styles,
we expected that the title of the books could give
those kinds of information to the translation sys-
tems. The experiments revealed that T5 and giving
the title of the books are effective for the transla-
tion; BLEU scores and the Sentence-BERT simi-
larities of our system outperformed those of previ-
ous studies, which used SMT and LSTM, respec-
tively. According to the analysis of the translation
examples, we observed that the translations of our
systems are more literal than the reference transla-
tions. However, the BLEU scores tend to decrease
because the reference translations are idiomatic,
rather than literal translation. The evaluation using
the literal translations by human annotators is our
future work.

data split was different. (Hoshino et al., 2014) did not contain
the translation examples.
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In addition, further experiments and analyses
should be done to investigate the effectiveness of
our method. For example, comparison to the set-
ting where random titles were used and the setting
where only periods and genres are given should be
explored. Moreover, we are planning to compare
our method to Large Language Models, such as
chatGPT.
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“If the late Lord were still alive, I'm sure even the people staying here
would have had to worry their heads
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English Translation

WP EE TS L% o726, 2HHDETED
7ZoTI 5 LR E SN HCHE
MERFTWAZETLEIIZ) EBUEITRD,
(The subject is omitted here.) cried saying
“If the late Lord were still alive, I’'m sure even my sons here
would have had to worry their heads
about these whimsical play things.”

The parallel data

English Translation
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35.16 | 0.83

The title-added parallel data

English Translation

CEWPTHFMTHOoLPo7zn, TIITWVW5D
ANzbt, 25 URERAT L DDIT AN
TeZeTULED) EBNEITRD,
(The subject is omitted here.) cried saying
“If the late Lord were still alive,
I’m sure even the people staying here
would have been disturbed by these comforts.”

2826 | 0.74

Table 9: Translation examples using the parallel and title-added parallel data
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Abstract

This short paper studies the distribution of
Scotticisms from a list compiled by David
Hume in a large collection of 18th century pub-
lications. We use regular expression search
to find the items on the list in the ECCO col-
lection, and then apply regression analysis to
test whether the distribution of Scotticisms in
works first published in Scotland is signifi-
cantly different from the distribution of Scotti-
cisms in works first published in England. We
further refine our analysis to trace the influence
of variables such as publication date, genre
and author’s country of origin.

1 Introduction

The 18th century was a period of standardization
efforts for the English language, which is reflected
in many contemporary texts, including those of
philosopher David Hume. One of the widely dis-
cussed topics was “Scotticisms”, i.e. non-standard
words and expressions of Scottish origin (Dossena,
2005, 2012).

Hume, himself a Scot, was concerned with the
purity of language and paid a great deal of atten-
tion to the language of his writings. He was also
involved in editorial work and assisted other writers
in polishing their texts. The matter of Scotticisms
is mentioned several times in his letters to other
writers while discussing their work.

A list of “Scotticisms” was published as an ap-
pendix to Hume’s Political Discources in 1752.
The list was reprinted several times during the 18th
century and mentioned in works by various au-
thors. However, neither the 1752 edition nor any
other work by Hume explains how the list was
compiled, to what extent it is representative of the
language use in 18th century and what the impact
of this work was on further standardization efforts.
These characteristics make it an interesting cultural
artifact to study quantitatively. It might capture
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regional, generational, genre-related and other vari-
ation and eventual standardization of English, but it
is also most likely affected by the experiences and
interests of its famous author. For example, previ-
ous research has found out that many of Hume’s
Scotticisms occurred in legal contexts (Cruick-
shank, 2013), which might be explained by the fact
that Hume as a former student of law had been ex-
posed to them. Better understanding of how the use
of Hume’s Scotticisms varied in eighteenth-century
texts can provide insights both to the standardiza-
tion and variation of historical English, and to the
origins, nature and limitations of the list itself.

We perform a large-scale corpus study to de-
termine: (i) How Scottish were Hume’s “Scotti-
cisms”? (ii) Who used them and where? (iii) Was
there change over time, did efforts like Hume’s
make a difference? To that end, we search for the
Scotticisms on the list in a corpus of 18th century
publications from England and Scotland and study
their distribution across location, genre and time.

There was a previous attempt to search the items
on Hume’s list in a limited correspondence cor-
pus (Cruickshank, 2013). However, as far as we
are aware, this is the first attempt to analyse the
actual usage of these items in a massive database
of public discourse.

2 Data

The main textual dataset for our analysis is Eigh-
teenth Century Collections Online (ECCO) (Tolo-
nen et al., 2021). The texts in ECCO have been
made into a machine-readable form using optical
character recognition (OCR) technology. However,
the ECCO dataset has significant problems with
the quality of the OCR texts. Since the dataset
itself consists of bitonal microfilm scans of vary-
ing quality, the OCR process has often not been
able to reproduce the text very well or at all. Thus,
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the textual data is often very messy, which can
cause problems with analyses of the data (Hill and
Hengchen, 2019). Nevertheless, a lot of the ECCO
data is of fair quality, and as such the dataset can
be used for various kinds of analyses.!

Comprising about 200,000 volumes of 18th-
century printed works, the ECCO dataset covers
roughly half of the surviving printed works from
the period. The dataset is not a balanced linguistic
corpus, but more an incidental collection of various
texts. For instance, ECCO contains many more
documents from the later periods of the century,
with earlier periods underrepresented in relative
terms. Furthermore, different document lengths
can dominate different periods. The dataset has not
been balanced with respect to other variables, such
as genre or register. Moreover, ECCO includes
multiple editions of many works, which can con-
fuse quantitative analyses due to the same or very
similar content being included multiple times at
different time periods.

Our metadata for the texts originates from the En-
glish Short Title Catalogue (ESTC)?, harmonized
and augmented by the Helsinki Computational His-
tory Group (Lahti et al., 2019). Metadata were used
to implement two data-filtering steps intended to
control for the complexity of the analysis and data
quality issues:

e pamphlets and editions other than first were
excluded;

e editions must have been published between
1700 and 1799;

And additional steps for the regression analysis:

the median OCR quality of the pages in the
edition had to be at least 80%;

only editions by authors who were born be-
tween 1630-1780 and had at least 5 editions
in the ESTC were used;

the word “Scotticism(s)” must not be men-
tioned in the text of the edition, as it indicates
a linguistic work discussing Scotticisms.

'ECCO is distributed by the Gale company: https:
//www.gale.com/intl/primary—-sources/
eighteenth-century-collections-online.
Many research groups working with 18th century British data
have obtained the license since this is the primary data source
for this period.

2http://estc.bl.uk/F/?func=file&file_
name=login-bl-estc
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3 Method

3.1 Scotticism Extraction

We retrieved Hume’s list of Scotticisms in plaintext
format from the Lexicons of Early Modern English
(LEME).? To identify Hume’s Scotticisms in the
texts in ECCO, we operationalized the Scotticisms
on Hume’s list as regular expressions, which en-
ables us to look for various alternative versions of
the Scotticism in question. For example, in the
case of cause him do it—which Hume says should
be cause him to do it instead—there are two ma-
jor varying components. First, we included dif-
ferent conjugations of the verb fo cause, such as
causes, caused, or causing. Second, we included
other object pronouns, such as her, me, and us,
in addition to the pronoun him. Furthermore, we
accounted for varying spelling conventions by in-
cluding some common variant spellings, such as
caus’d and causd for caused. Finally, cognizant of
the varying OCR quality of the data, we included
provisions for some common OCR errors, most
importantly for the tendency of the long s being
erroneously recognized as an f. After these consid-
erations, and judging that the final it is not central
to the structure, the regular expression lookup for
cause him do it was the following:

do

cau(s|f) (es|ed|e|’d|d|ling) (me|you|him|her|it|us|them)

For other items, where necessary, we also con-
sidered other potential varying components such as
plural and singular forms for nouns, different deter-
miners, and multi-word expressions which could
be written separately, together, or hyphenated.

While these kinds of lookups using regular ex-
pressions do increase the recall, they do not find
all possible instances of the relevant construction.
For example, in the case of cause him do it, the
object him could also be any noun phrase, and do
could be any verb. However, identification of such
constructions would require part-of-speech tagging
and structural parsing of the ECCO corpus. This
procedure by itself may introduce additional er-
rors and would require estimation of tagging and
parsing performance of existing tools for histori-
cal OCRed data, which is out of the scope of this
paper. Similarly, some items on Hume’s list of
Scotticisms would only be possible to identify us-
ing parsed data, and therefore had to be excluded
from our analysis.

For some items, Hume speaks against the use of

*https://leme.library.utoronto.ca/
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Figure 1: The frequency of Scotticisms in relation to
OCR quality of the documents (specified by the collec-
tion distributor, i.e. Gale). 364 observations omitted
from the visualization due to failing outside visualiza-
tion range.

a more widely used word in a specific sense. For
instance, while chimney is widely used in English
to refer to a smokestack, Hume rejects its Scottish
use to refer to the grate under a fire in a fireplace.
As semantic disambiguation would be required to
identify the word being in the Scottish sense while
ignoring its use in other senses, such items were
excluded from our analysis. In total, we were able
to identify at least to some degree 67 Scotticisms
out of the 106 items on Hume’s list. The list of
extracted Scotticisms and corresponding regular
expressions is presented in Appendix B.

Since the OCR process often leads to changes
in spelling and to other forms of textual ‘noise’, it
is possible that we fail to find many occurrences
of Scotticisms. Our analysis of the relation be-
tween OCR quality and observed Scotticisms in a
document is illustrated in Figure 1. Low level of
OCR quality is associated with a lower frequency
of Scotticisms. Hence we hypothesize that the real
differences in the use of Scotticisms in 18th-century
Britain might have been even higher than what we
have measured. The figure tentatively suggests
that median OCR page quality of below 60 per-
cent leads to a drastic drop in observed Scotticisms,
and from there on the number of Scotticisms in a
typical edition increases from O for the 60—80 per-
cent OCR quality bracket to around 3 per million
characters for the 90-95 percent bracket.

3.2 Regression Analysis

We analysed the relation of Hume’s Scotticisms to
other characteristics of publications with multivari-
ate regression analysis. This was done to verify
which factors related to Scotticisms would hold
when other potentially related variables were also
controlled for.

Univariate analyses would suggest that a higher
average rate of Scotticisms in a group of works
tends to correlate with a much higher variation in
their number, a phenomenon not captured by many
standard regression models. We also suspected that
there might be more zero-Scotticism instances than
standard statistical models assume. And, by mak-
ing use of the publisher and author information, our
data became relatively high-dimensional, creating
the risk of overfitting. We need to assess uncer-
tainty in the model while making it sufficiently
complex to incorporate all of these properties. Our
solution was to implement a Bayesian zero-inflated
Negative Binomial regression model with the R-
package BRMS (Biirkner, 2017).* Four chains of
3,000 iterations (half of these samples were warm-
ups for each chain) were run on STAN (Stan De-
velopment Team, 2023) via BRMS to obtain an
approximation of the posterior distribution.

Negative Binomial distribution allows us to
model the significant increase of variance as a
function of the mean (heteroscedasticity), zero-
inflation addresses the problem of possible over-
representation of zeroes, and by setting a horseshoe-
prior to the fixed effects, we can guide the model to
by default, e.g. in absence of significant evidence
in the data, be in favour of considering none of
the effects to matter, which most likely is the case.
Similarly, it is easy to group variables together in
the Bayesian framework, making them share infor-
mation in the model fitting process. And, as the
posterior distribution is simulated in our Bayesian
approach, the model fitting process also produces
estimates about the reliability of our findings (ef-
fect sizes).

In total, 8,948 editions were used for the regres-
sion analysis. Of these, 8,000 were used to fit
the model, and the rest were reserved for model
evaluation. 812 of the observations reserved for
evaluation had an author that was also present in
the data used to fit the model, making predictions—
and hence the kind of evaluations conducted—with
the Bayesian model possible.

We modeled the relation of the number of Scot-
ticisms in an edition to its metadata features. The
length of the book in characters was used as an
offset to normalize for the length of the book.
We included two types of variables in the model.
Population-level variables affected all observations
with an equal impact. Hence, population-level vari-

*nttps://CRAN.R-project.org/package=brms
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ables can be associated with fixed effects of regular
linear models, as their effect (e.g. that of the OCR
quality) only varies by the value of the variable
itself, not by some other variable. The impact of
the group-level effects varied by a grouping vari-
able. That is to say that they (e.g. the time of
publication of an edition) affected the target vari-
able (Scotticisms) differently based on the value
of some other variable(s) (e.g. place and genre
of the publication) called the grouping variable(s).
In our case, the group-level effects are a constant
grouped by the author and a quarter-century spe-
cific effect grouped by the publication place and
genre. In other words, we model the Scotticisms as
being affected by a constant unique to each author
and progress of time that was conditioned by the
combination of genre and time: e.g., Scottish law
having its own temporal trajectory.

4 Results

We evaluated the reliability of our model by com-
paring how well it predicted the frequency of Scot-
ticisms in a test set compared to a null model that
only considers the document length in characters
to predict a number of Scotticisms.> The compar-
ison of the predictions of the model to the real
number of Scotticisms in the test data is shown in
Figure 2. There is a clear difference in favour of the
full model, as it is able to more accurately detect
those instances in which the number of Scotticisms
in a document is very high. Our model is able to
capture such variation in the number of Scotticisms
that generalizes beyond the training set.

The results of the regression analysis are pre-
sented in Table 1, as well as in Tables 2 and 3 in
Appendix A. These tables report the approximated
marginal posterior-distributions of the model. They
communicate estimates of how well the whole
range of possible parametrizations of the model ex-
plain the data and align with priors using posterior-
likelihood as the measure. The probabilities related
to any given parameter values express how big a
proportion of the posterior-likelihood (compared
to all possible parametrizations) is concentrated on
those parameter values. For example, if some pa-
rameter’s (e.g. the effect of OCR quality) marginal
posterior distribution at 2.5th quantile is 0.1 and at
97.5th quantile 0.2, we can say that 95 percent of
the posterior-likelihood (or posterior-probability) is

3The number of iterations and chains for the null model was
the same as for the full model.
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Figure 2: The real and predicted (mean) number of
Scotticisms as predicted by the full and null models.
When possible within the limits of the x-axis, the range
of predictions from 2.5th to 97.5th quantile is illus-
trated with blue horisontal lines. 3 observations omit-
ted from the full and 1 from the null model due to zoom-
ing of the image.

concentrated on models that propose that the param-
eter is positive and between 0.1 and 0.2. The tables
allow us to identify those parameters for which
most (95 percent) of the posterior-probability is
supporting either a positive or a negative effect on
Scotticisms.

Several findings of the preceding univariate vi-
sualizations are supported by the posterior distri-
bution of the fitted model:® good OCR quality, the
author being a Scot born in the 17th century and
especially Scottish legal publications are associ-
ated with an increased rate of Scotticisms. Ad-
ditionally, several authors are associated with an
increased rate of Scotticisms. The most consistent
factors associated with a lower rate of Scotticisms
are those depicting the difference between the first
and 3rd/4th quarters of the 18th century for non-
legal Scottish publications.

Hence, the regression model offers support for
three major claims:

1. For genres other than law, the rate of Hume’s
Scotticisms decreased in Scottish publications
during the later 18th century.

2. Scottish legal publications used Hume’s Scot-
ticisms at a much higher rate than other types
of publications.

3. Author-to-author variation in the use of Scot-
ticisms was significant, and the 17th-century
Scottish generations used them more.

Based on these claims, we can draw two higher-

®Here, we only discuss such effects for which the tails (2.5th,
97.5th quantiles) of the posterior are both either positive or
negative. That is, we focus on effects that the model sees as
very likely positive or very likely negative.
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Variable 2.5th q. | Median | 97.5th q.
Intercept 0.68 1.9 3.7
OCR quality 0.094 0.13 0.16
Scot a. 17th c. 0.007 0.53 0.85
Other a. 18th c. -0.6 -0.24 | -0.0001

Table 1: Posterior distributions of population-level ef-
fects. Includes only those effects for which the sign
of the 2.5th and 97th quantiles was the same (i.e., the
effect is highly likely either positive or negative).

level conclusions. First, the overall process of stan-
dardization was best resisted by the often formulaic
legal genre of Scottish texts, which did not show
robust signs of decreased use of Scotticisms even
at the end of the century. In previous research it
has been suggested that Scottish legal language got
replicated throughout society because law had a
daily impact on the lives of most Scots (Cruick-
shank, 2013, 39). Our results imply the opposite:
while legal texts remained Scotticism-heavy, liter-
ary culture as a whole was heavily impacted by
standardization.

The other major conclusion is that individuals
differed in their use of Scotticisms to a remarkable
degree. Even after accounting for other factors that
were related to variation in the use of Scotticisms
(among them the overall difference between au-
thors born in the seventeenth vs. the eighteenth
century), some authors used them orders of mag-
nitude more than others. While the analysis of the
use of Scotticisms by specific individuals is be-
yond the scope of this paper, this differentiation as
a general phenomenon has historical implications.
Hume and fellow-minded advocates of standardiza-
tion were focusing on removing characteristics of
English that did divide authors.

It is worth noting that most items from Hume’s
list were more frequently used in their standard
form, even in Scottish writings. For example, the
Scotticism alwise was found 173 times in our cor-
pus of works published in Scotland, while the stan-
dard form always was used 44,972 times in this
corpus. Thus, alwise could serve as a strong predic-
tor of Scottish work, but even in Scottish works the
standard form was much more frequent. Therefore,
the standardization was not a complete transforma-
tion of Scottish English but an attempt to eliminate
what was seen as regionally specific language mis-
takes.

Taken as a whole, the changes in the use of Scot-
ticisms were remarkable. Figure 3 shows that Scot-
ticisms are indeed prevalent in books published in
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Figure 3: Frequency of Scotticisms per decade in
works published in England (red) and Scotland (blue).

Scotland and that even there their number gradu-
ally decreases during the 18th century, with the
1760s being an outlier. We checked those docu-
ments from 1760s that have the biggest number of
Scotticisms and found out that all of them were
legal documents. The peak in the number of Scot-
tish legal documents published during that time
could have some historical explanation or could be
a mere corpus artefact. We leave this for further
investigation.

5 Conclusion and Further Work

Our analysis confirms that David Hume was fa-
miliar with the peculiarities of language use in his
time. The overall trend towards standardization
was resisted by Scottish legal texts and modified by
significant variation between authors. The specific
contribution of David Hume to this process is a
matter for further research.’

Further work would include both refining the
methods and taking into account a broader set of
materials. The former line of research may include
structural analysis of the data—including part of
speech tagging and parsing—and efforts to find
“Scotticisms” in a data-driven way without any pre-
defined list. The latter would involve studying Scot-
ticisms compiled by other 18th century writers, and
studying other types of data outside ECCO, such
as newspapers and personal correspondence. We
also plan to apply methods based on contextual-
ized embeddings for semantic disambiguation and
post-OCR correction of items from the list.

Acknowledgments

The research was supported by the Academy of Fin-
land under the projects Rise of commercial society

7 A paper discussing these results from a humanities perspective
is currently under review (Tolonen et al., 2024).

40



and eighteenth-century publishing (grant numbers
333716 and 333717) and High performance com-
puting for the detection and analysis of historical
discourses (grant numbers 347706 and 347709).
Computational resources were provided by CSC—
IT Center for Science.

References

Paul-Christian Biirkner. 2017. BRMS: An R package
for Bayesian multilevel models using Stan. Journal
of Statistical Software, 80(1):1-28.

Janet Cruickshank. 2013. The role of communities of
practice in the emergence of Scottish Standard En-
glish. In Joanna Kopaczyk and Andreas H. Jucker,
editors, Communities of Practice in the History of
English, pages 19—45. John Benjamins, Amsterdam.

Marina Dossena. 2005. Scotticisms in Grammar and
Vocabulary: ‘Like Runes Upon a Standin’ Stane’?
John Donald, Edinburgh.

Marina Dossena. 2012.  Scottishness and the book
trade: Print and Scotticisms. In Warren McDougall
and Stephen W. Brown, editors, The Edinburgh His-
tory of the Book in Scotland, volume 2, pages 545—
550. Edinburgh University Press, Edinburgh.

Mark Hill and Simon Hengchen. 2019. Quantifying
the impact of dirty OCR on historical text anal-
ysis: Eighteenth Century Collections Online as a

case study. Digital Scholarship in the Humanities,
34(4):825-843.

Leo Lahti, Jani Marjanen, Hege Roivainen, and Mikko
Tolonen. 2019. Bibliographic data science and the
history of the book (c. 1500-1800). Cataloging &
Classification Quarterly, 57(1):5-23.

Stan Development Team. 2023. Stan Modeling Lan-
guage User’s Guide and Reference Manual. Version
2.31.

Mikko Tolonen, Aatu Liimatta, Lidia Pivovarova, Iiro
Tiihonen, and Tanja Siily. 2024. Hume’s list of Scot-
ticisms in eighteenth-century British context.

Mikko Tolonen, Eetu Mékeld, Ali Ijaz, and Leo Lahti.
2021. Corpus linguistics and Eighteenth Century
Collections Online (ECCO). Research in Corpus
Linguistics, 9(1):19-34.

41


https://doi.org/10.18637/jss.v080.i01
https://doi.org/10.18637/jss.v080.i01
https://doi.org/10.1075/pbns.235.03cru
https://doi.org/10.1075/pbns.235.03cru
https://doi.org/10.1075/pbns.235.03cru
https://doi.org/10.1080/01639374.2018.1543747
https://doi.org/10.1080/01639374.2018.1543747

A Regression Analysis Results

Variable 2.5thq. Median 97.5thq.
Law England (intercept) -2.04 -0.24 1.05
Law Scotland (intercept) 0.99 2.94 4.80
Other England (intercept) -2.14 -0.39 0.82
Other Scotland (intercept) -0.30 1.51 2.76
Religion and Philosophy England (intercept) -1.93 -0.17 1.04
Religion and Philosophy Scotland (intercept) -0.41 1.39 2.65
Law England 2nd quarter -1.61 -0.83 -0.02
Law Scotland 2nd quarter -1.77 -0.44 0.53
Other England 2nd quarter -0.24 -0.07 0.09
Other Scotland 2nd quarter -0.53 -0.02 0.48
Religion and Philosophy England 2nd quarter -0.30 -0.13 0.02
Religion and Philosophy Scotland 2nd quarter -0.81 -0.36 0.04
Law England 3rd quarter -1.03 -0.29 0.38
Law Scotland 3rd quarter -0.90 0.22 1.20
Other England 3rd quarter -0.39 -0.20 -0.03
Other Scotland 3rd quarter -1.78 -1.30 -0.83
Religion and Philosophy England 3rd quarter -0.52 -0.33 -0.15
Religion and Philosophy Scotland 3rd quarter -1.30 -0.88 -0.46
Law England 4th quarter -0.75 -0.13 0.46
Law Scotland 4th quarter -2.09 -0.85 0.21
Other England 4th quarter -0.30 -0.12 0.07
Other Scotland 4th quarter -1.95 -1.44 -0.97
Religion and Philosophy England 4th quarter -0.44 -0.24 -0.04
Religion and Philosophy Scotland 4th quarter -1.56 -1.13 -0.71

Table 2: The effect of different combinations of genre and place on the rate of Scotticisms (intercept) and how the
effect changes in the 2nd, 3rd, and 4th quarters of the 18th century.
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Variable

2.5thq. Median 97.5thq.

Hamilton, James Hamilton, Duke of, 1724-1758.
Palmer, Thomas Fyshe, 1747-1802.

Law, William, 1686-1761.

Cullen, Francis Grant, Lord, 1658-1726.
Cardonnel, Adam de, -1820.

Simson, John, 1668?7-1740.

Mackenzie, Alexander, 1735-1805.

Kirkby, John, 1705-1754.

Aberdeen, George Gordon, Earl of, 1722-1801.
Blackstone, William, Sir, 1723-1780.
Mitford, William, 1744-1827.

Maittaire, Michael, 1667-1747.

Roscoe, William, 1753-1831.

Howie, John, 1735-1793.

Roxburghe, John Ker, Duke of, 1740-1804.
Cockman, Thomas, 1675?-1745.
Badeslade, Thomas.

Okely, Francis, approximately 1719-1794.
Cockburn, William, Sir, 1662-1751.
Baretti, Giuseppe, 1719-1789.

Eachard, John, 16367-1697.

Moray, James Stuart, Earl of, 1708-1767.
Gib, Adam, 1714-1788.

Guyon, Jeanne Marie Bouvier de La Motte, 1648-1717.

Middleton, Conyers, 1683-1750.
Robe, James, 1688-1753.
Forrester, Thomas, 1635?-1706.
Anderson, James, 1739-1808.
Grove, Henry, 1684-1738.
Coote, Charles, 1761-1835.
Heathcote, Ralph, 1721-1795.
Tucker, Abraham, 1705-1774.
Jackson, John, 1686-1763.
Brown, John, 1722-1787.
Ireland, Samuel, -1800.

Hare, Francis, 1671-1740.

2.01
1.89
1.50
1.40
1.35
1.27
1.30
0.99
1.08
0.89
0.87
0.95
0.90
0.86
0.71
0.85
0.74
0.66
0.72
0.77
0.71
0.57
0.72
0.73
0.88
0.64
0.54
0.71
0.85
0.74
0.51
0.60
0.71
0.75
0.50
0.58

2.70
2.53
2.08
2.05
2.01
1.97
1.84
1.78
1.77
1.66
1.56
1.56
1.52
1.51
1.51
1.47
1.47
1.47
1.43
1.41
1.39
1.38
1.36
1.35
1.31
1.31
1.31
1.30
1.27
1.21
1.19
1.19
1.18
1.14
1.13
1.09

3.45
3.25
2.72
2.80
2.74
2.76
241
2.63
2.52
2.50
2.36
2.26
2.19
2.26
2.38
2.17
2.30
2.27
2.20
2.13
2.12
2.34
2.01
2.00
1.77
2.07
2.16
1.92
1.72
1.73
1.88
1.81
1.69
1.53
1.77
1.62

Table 3: Authors with the highest “random” effect on the rate of Scotticisms.
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B Scotticisms and Regular Expressions

SCOTTICISM
conform to
friends and acquaintances
maltreat

advert to

proven

improven
approven

pled

incarcerate

fresh weather

in the long run
notwithstanding of that
a question if
with child to a man
simply impossible
in time coming
nothing else
nothing else
severals

anent

allenarly
alongst

as I shall answer
cause him do it
marry upon
effectuate

a wright

defunct

evite

part with child
notour

to be difficulted
think shame

in favours of
dubiety

compete

remeed

bankier

adduce a proof
superplus
forfaulture

in no event
common soldiers
debitor
exeemed
yesternight

big coat

tenible argument
amissing
extinguish an obligation

depone

to inquire at a man
angry at

to send an errand
to furnish goods to him
to open up
Thucydide
Herodot

Sueton

butter and bread
pepper and vinegar
paper, pen and ink
as ever | saw

come in to the fire
alwise

cut out his hair

to get a stomach
vacance

REGULAR EXPRESSION

conform(s|ed|’d|d|ing)? to
friends and acquaintances
maltreat (sled|’d|d|ing)?
advert (s|ed|’d|d|ing)?

proven
improven
approven
pled

to

incarcerat (es|ed|e|’d|d|ing)

fre(s|f)h weather
in the long run

notwith(s|f)tanding of that

a que(s|f)tion if

with child to a man

(s]f)imply impo(s|f) (s|f)ible

in time coming
nothing el (sl|f)e
no thing el(s|f)e
(s|f)everals
anent

allenarly
along(s|f)t

as I

(s|f)hall an(s|f)wer
cau(s|f) (es|ed|e|’d|d|ing) (me|you|him|her|it|us|them)
marr (ying|y’dlies|ied|ydl|y)

upon

effectuat (es|ed|e|’d|d]|ing)

a wright
defunct

evit (es|ed|e|’d|d|ing)
part(s|ed|’d|d|ing) ?

notour

with child

(am|is|are|was|were|been|being|be)
(thinking|thinks|think|thought) (s]|

in favou?rs of

dubiet (ysly’slylies)
compet (es|ed|e|’d|d|ing)
reme (de|ed|id|ad) (s|led|’d|d|ing) ?

bankier (s’ |’s|s)?

adduc (es|ed|e|’d|d|ing)

a proof

(s|f)uper—?plu(s|f) ((s|f)?es)?

forfaulture (s
in no event
common
debitor (s’ |’"s|s)?
exee?m(ed|’d|d)
ve(s|f)ternight

big coat(s’|’sls)?|

a-?mi(s|f) (sl f)ing

extingui(s|f)h(es|ed|’d|dling)?

"1'sls)?

(s|f)oldier (s’ |’'s|s)?

difficult (ed|’d)
f)hame

big-?coat (s’ |’s|s)?
tenible argument (s’ |’s|s)?

| extingui(s|f)h(es|ed|’d|d|ing)?
depon (es|ed|e|’d|d|ing)

(eli)nquir(es|edle|’d|d|ing)

angry at

(s|f)en(ding|ded|ds|d|t)
furni(s|f)h(es|ed|’dld|ing)?

open(sled|’d|d|ing) ?

thucydide
herodote?

sueton

butter and bread
pepper and vinegar
paper,? pen,?
as ever

(comes | come | coming | came)

alwi(s|f)e
(cut |cuts|cutting)

(gotten|getting|get|got)

vacance (s’ |’'s|s)?

out

at a

(an|the) |
goods
up

and ink
(I|youlhe|shel|it|we|they) s

in to the

(my |your |his|her|its|our|their)

a stomach

obligations?

(man|person)

(s|f)en(ding|ded|ds|d|t)

do

(an|the| (my|your|his|her|its|our|their))

errands?

to (me|youlhim|her|it|us|them)

aw
fire

(for|to)

hair

obligations?

Table 4: Scotticisms from Hume’s list and regular expressions used to find them in ECCO.
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Abstract

Many large-scale investigations of textual data
are based on the automated identification of
various linguistic features. However, if the tex-
tual data is of lower quality, automated identifi-
cation of linguistic features, particularly more
complex ones, can be severely hampered.

Data quality problems are particularly promi-
nent with large datasets of historical text which
have been made machine-readable using op-
tical character recognition (OCR) technology,
but it is unclear how much the identification of
individual linguistic features is affected by the
dirty OCR, and how features of varying com-
plexity are influenced differently.

In this paper, I analyze the effect of OCR qual-
ity on the automated identification of the set
of linguistic features commonly used for multi-
dimensional register analysis (MDA) by com-
paring their observed frequencies in the OCR-
processed Eighteenth Century Collections On-
line (ECCO) and a clean baseline (ECCO-
TCP). The results show that the identification
of most features is disturbed more as the OCR
quality decreases, but different features start
degrading at different OCR quality levels and
do so at different rates.

1 Introduction

Large-scale textual datasets have become increas-
ingly common in computational linguistics and in
various subfields of digital humanities. Naturally,
such datasets cannot easily compare to the high
quality of traditional (but much smaller) linguistic
corpora, which have been carefully curated for bal-
ance and manually edited to ensure the accuracy
of the textual data to as large a degree as feasible.
Instead, it is the expectation that when analyzed
in aggregate, the large amount of data can smooth
over many of the flaws which would prove very
difficult to work around with smaller datasets or
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when focusing the analysis on individual texts or in-
dividual instances of items. Even then, the overall
lower quality of the data causes issues for many lin-
guistic and other digital humanities analyses, such
as in the case of, for example, the analysis of social
media data (e.g. Eisenstein, 2013).

However, a major source of large-scale low-
quality textual humanities data, particularly in
fields such as historical linguistics and computa-
tional history, are texts which have been turned
from scans of physical documents into machine-
readable format using optical character recogni-
tion (OCR) technology. For instance, the OCR
quality of Eighteenth Century Collections Online
(ECCO)!, a collection of over 200,000 mostly
English-language works published in the United
Kingdom during the 18th century (see Tolonen
et al., 2021) and a central resource for DH schol-
ars (Gregg, 2020), is extremely variable. A main
contributing factor of the often low OCR quality
for ECCO is the OCR being run on bitonal scans of
microfilms with OCR algorithms which have not
been fine-tuned for eighteenth-century typefaces or
trained to recognize e.g. the long s character (f).

Earlier studies on the effects of OCR errors in
ECCO (e.g. Hill and Hengchen, 2019) are largely
focused on individual tokens, characters, and n-
grams. In contrast, the present study focuses on the
effect of the OCR errors in ECCO on the automated
identification of a set of more complex linguistic
features commonly used for the multi-dimensional
method of register analysis (MDA) (see e.g. Biber,
1988; Biber and Conrad, 2009).

"https://www.gale.com/intl/primary-so
urces/eighteenth-century-collections-onl
ine
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2 Background

2.1 OCR and ECCO

The difficulties caused by dirty OCR have been
long recognized in the literature (e.g. Lopresti,
2009; Traub et al., 2015; Vitman et al., 2022).
When it comes to the ECCO dataset, Hill and
Hengchen (2019) compare the ECCO-TCP?, a man-
ually keyed version of a subset of the documents
included in ECCO, to the same set of documents
from the regular OCR-processed ECCO (hence-
forth: ECCO-OCR) both on the basis of token and
type similarity and in a number of bag-of-words ap-
proaches used in digital humanities, such as topic
modeling and methods of authorship attribution.
They find that, for example, the mean OCR pre-
cision in their dataset is 0.744, meaning that on
the average page, 74% of the tokens are correct,
whereas the recall is 0.814, meaning that 81% of
the tokens are included in the OCR version.

2.2 Multi-dimensional analysis

MDA, originally developed by Biber (1988), is
a corpus-linguistic approach which extracts func-
tional dimensions from a textual dataset; the di-
mensions describe variation in the communicative
purposes and situational concerns between the texts
within the dataset (see e.g. Biber, 1988; Biber and
Conrad, 2009), each dimension comprising a gradi-
ent between two poles with opposing functions.

The central idea behind the MDA methodology
is that linguistic features which are better-suited to
the function and situational concerns of a text are
more likely to be used in the text. Consequently,
commonly co-occurring linguistic features can be
assumed to share an underlying set of functions.
MDA uses statistical methods such as factor anal-
ysis on a set of texts to extract co-occurring (and
complementary) groups of features which are then
interpreted in terms of their function, forming di-
mensions of register variation.

To give a basic example, past tense verb forms
and third-person pronouns are naturally more com-
mon in narrative contexts than in non-narrative con-
texts. One of the central findings of Biber (1988)
is the gradient between “involved” and “informa-
tional” production, with the informational pole
characterized by features such as nouns, prepo-
sitions, and attributive adjectives, and the comple-

ttps://textcreationpartnership.org/
tcp-texts/ecco-tcp-eighteenth-century-co
llections—-online/
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mentary involved pole by features such as private
verbs®, THAT deletion, and contractions.*

While in principle different sets of linguistic fea-
tures can be and have been used for MDA analyses,
it is common to build a MDA feature set on the
core set of linguistic features originally compiled
by Biber (1988) through an extensive survey of
previous linguistic literature.

2.3

Many of the features included in the MDA core
set of features are much more specific and more
complex than those analyzed by Hill and Hengchen
(2019). It is a statistically reasonable assumption
that a random OCR error is more likely to occur in
a longer multi-word construction than in an indi-
vidual token. Consequently, it could be expected
that dirty OCR would make it more difficult to
identify such complex features in the data, and
that therefore any analysis making use of such fea-
tures would be severely disturbed or completely
prevented if the set of texts being analyzed con-
tains many OCR errors.

In order to test this assumption, Liimatta et al.
(2023) evaluate the effects of dirty OCR on the
MDA methodology by comparing the results of the
analysis run on ECCO-TCP and separately on the
parallel set of documents from ECCO-OCR. Per-
haps surprisingly, the MDA dimensions Liimatta
et al. (2023) acquire from ECCO-TCP and ECCO-
OCR turn out to be very similar, which suggests
that even if not every instance of each linguistic
feature used in the analysis is identified properly
in the ECCO-OCR data, enough instances of most
features can still be identified for meaningful co-
occurrence patterns to be preserved to a degree.

However, it still remains the case that dirty OCR
renders many instances of any features of interest
unrecognizable by automated processing methods,
and as such, there are linguistic features which are
better or worse suited for MDA analysis of dirty
OCR datasets such as ECCO-OCR and for other
analyses using similar approaches. The aim of the
present paper is to explore the core set of features
used for MDA and see how each of these features
is individually affected by the OCR process, to
shed light on which kinds of linguistic features can
most robustly be used for MDA and other similar
analyses, but also more generally to understand

Multi-dimensional analysis and ECCO

3e.g. think, assume, or feel
“For the full list of features included in Biber (1988) and
their descriptions, see Biber (1988, Appendix II).
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the influence of decreasing OCR quality on the
integrity of various linguistic structures.

3 Materials and methods

3.1 Data

All of the textual data used in the present analy-
sis is based on ECCO. The ECCO Text Creation
Partership (ECCO-TCP) dataset constitutes the
clean baseline for the analysis. ECCO-TCP is a
manually keyed version of a small subset of the
full ECCO dataset. Thanks to the careful editing
process, ECCO-TCP, while not perfect, is close
in quality to other hand-edited historical datasets
in terms of its transcription accuracy, and as such
can be considered a clean standard for the included
texts (cf. Hill and Hengchen, 2019).

Additionally, in order to be able to estimate the
degradation in feature identification caused by dirty
OCR when compared to the clean versions of the
texts, I have created as a second dataset a parallel
subset of the regular OCR-processed ECCO dataset
(ECCO-0OCR) whose texts match the texts included
in ECCO-TCEP. Finally, both datasets were tagged
for part of speech® using spaCy®.

The OCR quality estimate is based on the con-
fidence levels reported by the OCR engine which
Gale, the publisher of ECCO, used to process the
texts. The original OCR confidence was calculated
on a per-page basis; for the present analysis, the
mean of the OCR quality estimate for all of the
pages of a work was used as the overall OCR qual-
ity of the work.

3.2 Methods

Both datasets were processed with the same feature
identification pipeline, which identified the linguis-
tic features of interest using automated means and
counted their occurrences in each of the texts in
both datasets. The identification of the features was

3 Automated part-of-speech (POS) tagging is not perfect,
and may itself present some problems for the downstream task
of automated identification of linguistic features. Furthermore,
OCR errors will lower POS tagging quality for the ECCO-
OCR dataset. However, POS tagging is a necessary step for
the identification of the linguistic features analyzed in the
present study, and as such MDA studies even on perfectly
clean datasets typically need to make use of imperfect POS
tagging. As the aim of the present study is to gauge the effect
of OCR quality on the identification of linguistic features,
it is reasonable to use a realistic POS tagging as a baseline,
and to include the POS tagging quality degradation in the
OCR dataset as part of the overall degradation of feature
identification caused by dirty OCR.

*https://spacy.io
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performed using algorithms mainly based on those
provided by Biber (1988)”. For instance, the algo-
rithm for the feature WH-clauses is given by Biber
(1988) as follows:

PUB/PRV/SUA + WHP/WHO + xxX
AUX)

(where xxx is NOT

This means that WH-clauses are identified as
starting with a word belonging to the classes of
public, private, or suasive verbs (e.g. say, be-
lieve, agree), followed by a WH pronoun (i.e. who,
whose, whom, which) or other WH word (e.g. what,
when, whether, why, wherever), followed by a word
which is not an auxiliary, defined by Biber (1988)
to be either a modal verb, or any of the the verbs to
do, to have, or to be.’

However, the present study uses a different part-
of-speech tagset and tokenization scheme than the
original study by Biber (1988), which sometimes
requires changes or allows for improvements to the
algorithms, and consequently the algorithms for
each individual feature were not always followed
exactly. Furthermore, a handful of the features
were excluded from the analysis because their al-
gorithms require manual checking of the results.

After normalizing the observed feature counts to
the observed character count® of the text, I calcu-
lated the proportion of the frequency observed in
the ECCO-TCP version of each of the texts which
was observed in the ECCO-OCR version of the
same text. In other words, because OCR errors
will in many cases prevent the implemented algo-
rithms from correctly identifying the features, e.g.
because the word form has character errors or be-
cause the part of speech has been misidentified, I
calculated by how much the observed frequency of
each of the features changed from the clean version
of the text to the OCR version of the text. This

"While the MDA methodology has seen extensive use over
the years, Biber (1988) still provides the most comprehen-
sive description of the exact patterns by which the individual
features can be identified.

8For the full list of the features included in the present
study, see Appendix A. For the full list of original algorithms
and descriptions of the features, see Biber (1988, Appendix
D).

*While token count or word count would be more typical
bases for normalization, I have chosen to use the character
count of the text as the normalization basis for problematic
OCR data. The dirty OCR often includes many erroneous
spaces between strings of characters, which tends to inflate
the number of tokens as created by a typical tokenizer. Conse-
quently, preliminary analyses show that the character count of
the OCR text, while still wrong, is likely to be proportionally

closer to the true character count of the text than the token
count is to its true token count.


https://spacy.io

change was calculated for each text as

focr .
ftcp

where f is the normalized frequency of the feature
as observed in either the OCR or TCP version of the
text; the offset —1 is to have a value of 0 represent
no change from TCP to OCR.

4 Results

Figure 1 shows the results of the analysis for each
of the features as a function of the OCR quality
of the text. Every facet represents a different lin-
guistic feature, with the OCR quality estimate for
the text on the vertical axis, higher OCR quality
at the top and OCR quality decreasing towards the
bottom. The horizontal axis represents the pro-
portional change in the observed frequency of the
feature from ECCO-TCP to ECCO-OCR. Because
there is a lot of variation in the data, a smoothing
trend line'® was also included for each feature.

In other words, points at 0.0 on the horizontal
axis in Figure 1, i.e. on the dark vertical line, rep-
resent texts with the exact same frequency in both
ECCO-TCP and ECCO-OCR. Such texts are the
ideal case, since they have no change in the ob-
served frequency from the clean version to the OCR
version of the text, suggesting that all instances of
the feature have been correctly identified. However,
in practice, as expected, most texts deviate from the
ideal. Points to the left of the middle line represent
texts which have a lower frequency of the feature
in ECCO-OCR than in ECCO-TCP. For instance,
in a text at the —0.5 mark, the OCR version has
only half the observed frequency of the feature as
compared to the clean version. Similarly, the points
to the right of the middle line indicate texts with
a higher frequency of the feature in ECCO-OCR
than ECCO-TCP, with the 0.5 mark meaning a 50%
increase in the observed frequency.

Based on Figure 1, it is clear that as the OCR
quality decreases, the observed frequency of identi-
fication typically also decreases, as evidenced by
the trend line tending down and to the left. But dif-
ferent features are also clearly affected differently
by the decrease in OCR quality. For some features,
the fall towards the left is very direct and rapid,
beginning very close to the highest OCR quality
texts, meaning that their identification is instantly

0ggplot2 (Wickham, 2016): geom_smooth (method =
"gam", formula y ~ s(x, bs "cs"))
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affected when the OCR quality decreases. These
include features such as direct WH-questions'! and
that relative clauses on object position'?.

Features which appear to be particularly ad-
versely affected by dirty OCR include WH-
clauses'3, which have on average lower observed
frequencies even in the OCR texts with the best
OCR quality, and the frequency drops very rapidly
with the OCR quality. Possibly because of OCR
problems with the long s, necessity modals'* also
start at a lower observed frequency even at highest
OCR quality, and keep decreasing in frequency
with decreasing OCR quality, if somewhat less
quickly than WH-clauses do.

In contrast to features of the above type, which
start decreasing as soon as the OCR quality de-
creases, there are a number of features which stay
relatively stable for a larger portion of the OCR
quality range and only show larger changes in their
average observed frequency when the OCR qual-
ity drops too much, possibly because they tend to
be relatively simple to identify. These features in-
clude present tense verb forms, which only show
a drop below 60-70% OCR quality, attributive ad-
jectives'>, which show an increase below a similar
OCR quality level, and predicative adjectives'®,
which show a drop below 70-80% OCR quality.
There is also an even larger group of features which
do show a small difference from the clean version
at higher OCR quality levels but for which this
difference is only relatively minor, including e.g.
the analytic negation not, first person plural pro-
nouns'” and total adverbs'®, all of which only show
a larger change in their observed frequency below
about 70% OCR quality.

Another, rather curious group of features are
those whose identified frequencies increase instead
of decrease in the OCR dataset. Typically, this in-
crease can be attributed to the OCR process and
other processing of the dataset, particularly the
tokenization and the part-of-speech tagging. For
instance, the total other nouns'® category shows
higher frequencies in ECCO-OCR compared to the
clean baseline throughout the OCR quality range.

Ye.g. What is that?

2¢.g. the place that they mentioned
Be.g. I didn’t know what it was

Yonust, should, and ought

e.g. a blue house

1Se.g. the house is blue

e.g. we

8e.g. quickly

Nouns not counted as nominalizations.
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This is because the imperfect OCR process creates
many strings of characters which the part-of-speech
tagger cannot recognize, and most taggers have a
tendency of tagging such tokens as nouns, particu-
larly if there are too many unrecognizable tokens in
succession to infer a different part of speech from
the surrounding structure.

Similarly, first person singular pronouns appear
to be identified at a close to correct rate in the OCR
texts close to the top OCR quality, but there is an
increasing number of misidentifications as the OCR
quality decreases. This is largely because as the
OCR quality degrades, the OCR process produces
more and more random / characters, which then
get misidentified as the first person pronoun /.

Finally, there are a few features which appear
to be barely affected by the decrease in OCR qual-
ity. These are likely relatively simple to identify
features which also happen to consist of characters
which tend to have been recognized more reliably
than average in the OCR process. These features
include most prominently synthetic negation®®, but
features such as pronoun it and infinitives could
also be considered to not be affected very much at
all by changes in OCR quality.

5 Conclusion

The results show that, as expected, lower OCR
quality leads to lower reliability of identification
for most of the features analyzed. However, the
effect of OCR on all of the features is not the same,
with features which are simpler to identify and less
likely to invite OCR errors appearing generally
more resistant to lower OCR quality, while features
whose identification involves multiple consecutive
items from specific lists appear generally more at
risk. It is not possible based on this study alone to
recommend any single ECCO OCR quality level
which could be considered “good enough” for most
analyses, as what is good enough depends on the
features one is interested in. On the other hand,
MDA studies consistently produce “compatible”
results regardless of the exact set of features an-
alyzed (McEnery and Hardie, 2012), suggesting
that for MDA, focusing on a smaller set of more re-
silient features may be enough to get better results
even from lower-quality textual data.

Pe.g. no man
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Abstract

A common way of assessing language learners’
mastery of vocabulary is via multiple-choice
cloze (i.e., fill-in-the-blank) questions. But the
creation of test items can be laborious for indi-
vidual teachers or in large-scale language pro-
grams. In this paper, we evaluate a new method
for automatically generating these types of
questions using large language models (LLM).
The VocaTT (vocabulary teaching and train-
ing) engine is written in Python and comprises
three basic steps: pre-processing target word
lists, generating sentences and candidate word
options using GPT, and finally selecting suit-
able word options. To test the efficiency of
this system, 60 questions were generated tar-
geting academic words. The generated items
were reviewed by expert reviewers who judged
the well-formedness of the sentences and word
options, adding comments to items judged not
well-formed. Results showed a 75% rate of
well-formedness for sentences and 66.85% rate
for suitable word options. This is a marked
improvement over the generator used earlier in
our research which did not take advantage of
GPT’s capabilities. Post-hoc qualitative anal-
ysis reveals several points for improvement in
future work including cross-referencing part-
of-speech tagging, better sentence validation,
and improving GPT prompts.

1 Introduction

Vocabulary acquisition lies at the core of foreign
language education, forming an essential pillar
in most holistic curricula (Algahtani et al., 2015;
Nation, 2022). To measure learners’ vocabulary
knowledge, a common testing approach is to use
multiple-choice cloze questions (hereafter, MCC;
Hale et al., 1989): learners see a stem sentence with
a blank followed by several one-word options (one
correct answer as the “key” plus several distractors
that are incorrect answers) and must choose the
option which best fills the blank. The following is
an example:
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This is a fairly simple process with __
steps.

a. unlimited b. few c. courts d. full

The quality of stems and distractors in MCC
questions is crucial. According to previous studies,
context clarity and relevance to keys are paramount
in stems, meaning that a stem should be free from
syntactic errors, with appropriate length to provide
context for the key, and should show a good use
of the key (Pino et al., 2008). Meanwhile for dis-
tractors, part-of-speech (POS) and semantic con-
siderations apply. Specifically, effective distractors
should fit syntactically into stems but should be
semantically less appropriate than the keys (Brown
et al., 2005; Coniam, 1997). Traditionally, the gen-
eration of such questions has been a manual en-
deavor, with pedagogical experts or individual edu-
cators crafting content tailored for their classes. Al-
though there is a clear demand for automated tools
to facilitate the generation of numerous vocabulary
test items, existing applications, as highlighted by
studies like Lee et al. (2013), Liu et al. (2005), and
Rose (2016, 2020), are either not readily accessible
or lack user-friendliness.

Another aspect often neglected in MCC is en-
suring that distractors align with students’ genuine
learning experiences. Students usually engage with
vocabulary in structured units or sublists (Schmitt,
1997), which indicates that distractors should be
derived only from words they have previously stud-
ied. Deviating from this can inadvertently provide
clues, allowing students to guess based solely on
unfamiliarity, thereby diminishing the test’s effec-
tiveness.

In our previous initiative of a web-based vocabu-
lary training and testing application, or “VocaTT"!,
we used the Word Quiz Constructor (WQC, Rose,
2016, 2020) to automatically generate MCC ques-
tions for the General Service List and Academic

1http: //vocatt-server.herokuapp.com/
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Word List (Rose et al., 2022). WQC incorporates
various features: it tags the POS of input words,
crafts a question stem around a chosen keyword
from corpus resources, and identifies distractors
with matching POS from the input words. It also
evaluates the distractors by placing them in the
blank and comparing the frequencies in Google
books of local tri-grams with that when the key-
word is filled. If the former is lower that the latter,
then the distractor is considered valid. The modi-
fied version of WQC’s output has been effectively
incorporated into English curricula at a Japanese
university and the in-house application “VocaTT”.
However, it is not without its shortcomings. Most
notably, evaluations by human experts flagged qual-
ity issues with the generated content. Among the
1128 question stems and 3384 distractors generated
for 1128 questions targeting the Academic Word
List, the percentages of well-formed stems and
distractors were only 34.93% and 38.56%, respec-
tively (Rose et al., 2022).2 It took the reviewers
much effort to manually correct the inappropriate
stems and distractors before the questions were
imported into the application.

The advent of advanced natural language pro-
cessing tools, especially models like GPT, provides
new opportunities. These models can potentially
enhance the quality of automated MCC question
generation through the colossal-scale corpora used
as their training data and their deep understanding
of complex topics (Abdullah et al., 2022). This pa-
per delves into our efforts to create a program that
automates MCC question generation incorporat-
ing an LLM. We evaluate its effectiveness through
human validation and also provide insights into
potential refinements, underpinned by a thorough
qualitative analysis of both the generation mechan-
ics and the final output.

2 Methodology

Building upon prior work with WQC, the process
of automatically generating MCC questions in the
program consisted of three distinct phases: pre-
processing of input words, stem generation, and
distractor selection. A key evolution in the program
involves the integration of an LLM during both

*Interestingly, this wellformedness rate may suggest the
possibility that creating items manually may be more effi-
cient. Although not done in the present work, earlier work
with WQC showed that the well-formedness rates of automati-
cally generated items were actually comparable to those for
manually-produced items (Rose, 2014, 2016, 2020).
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stem creation and distractor validation. Subsequent
sections will delve into the tools employed in this
endeavor, followed by a detailed exposition of the
program.

2.1 Tools

The program® utilized an array of tools, includ-
ing the Academic Word List (Coxhead, 2000), the
GPT-turbo 3.5 API (OpenAl.com) and libraries in
Python.

2.1.1 Wordlist

The wordlist at the heart of this research was the
Academic Word List (AWL, Coxhead, 2000)*. The
selection of AWL was driven by its widespread ac-
ceptance in academic English courses. Moreover,
AWL is divided into 10 sublists, each containing
around 60 headwords and their associated word
families, which is aligned with the study’s premise
where students learn vocabulary in smaller sets.
Another compelling reason for this choice was our
familiarity with the AWL from previous studies
with WQC. This past engagement provided a rich
dataset that could be leveraged for a direct compar-
ison between the newly developed program and its
predecessor. For the aims of this project, only the
headwords from the first sublist of the AWL were
considered.

2.1.2 LLM API

This study was conducted between May and June
of 2023, and we settled on GPT 3.5-turbo as the pre-
ferred LLM API. By mid-2023, the performance
of GPT 3.5-turbo (hereafter as “GPT”’) stood out
in the domain of LLMs. Its high capabilities in
text generation, understanding, and contextual rel-
evance made it an ideal candidate for a project of
this nature (Abdullah et al., 2022). In addition, its
widespread adoption in the Al community ensured
a robust support framework. The active user base
often meant quicker solutions to potential issues
and a wealth of shared experiences and best prac-
tices.

2.1.3 Programming language and libraries

The program was developed using Python. For
reading and writing data files, the “pandas” library
was utilized. Codes were implemented to interface

*https://github.com/judywq/
cloze-generator-with-11m

*https://www.wgtn.ac.nz/lals/resources/
academicwordlist
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with the OpenAl platform using the official Ope-
nAl library®. Specifically, GPT was requested to
return data in the JSON format, facilitating more
straightforward data processing in Python.

Many English words have various POSs and
their respective inflected forms, and learners are ex-
pected to acquire the most frequent forms and uses
of them (Zimmerman, 1997). Take, for instance,
the word “account”. Learners should recognize
its duality as both a noun and a verb. As a noun,
it possesses singular and plural forms, and as a
verb, it spans various tenses and forms including
the base, present participle, past participle, and
third person singular. Given this complexity, an
effective library capable of both labeling the POSs
of words and extrapolating their inflected forms
within each POS became essential. Upon searching
for resources using the query “python library for
word inflection”, two potential tools were identi-
fied: pyInflect® and LemmInflect’. After rigor-
ously testing both tools against the AWL words,
LemmInflect emerged superior in terms of captur-
ing a broader spectrum of word inflections. Also,
GPT was able to understand the POS tags from
LemmInflect. Thus, we adopted LemmInflect as
the POS and morpheme tagger. The following is
an example when tagging the word “distribute”:
{'VB': {'distribute'},

'VBD': {'distributed'},
'VBG': {'distributing'},
'"VBP': {'distribute'},

'VBZ': {'distributes'}?}

2.2 Generation processes

At the outset, we determined the criteria for the
question items. With 60 main words in the first sub-
list, the goal was to design 60 questions that encom-
passed each of these words, focused on academic
English. Drawing from prior research (Graesser,
2001; Brown et al., 2005; Pino et al., 2008; Co-
niam, 1997), we established guidelines for crafting
question stems and choosing distractors. Specif-
ically, the objective was to ensure that question
stems remained succinct, not exceeding 20 words
in length. Questions were designed to avoid start-
ing with a blank, and any given key should be used
only once within a question. Each question would
offer three distractors which, while syntactically
correct, should be semantically less fitting than
the correct word. Figure 1 shows the flow of the
5https://github.com/openai/openai—python

®https://github.com/bjascob/pyInflect
7https://github.com/bjascob/LemmInflect
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generation process and the specific steps will be
discussed in detail below.

2.2.1 Pre-processing

For all 60 words, their applicable POSs and in-
flected forms within each POS were labeled. For
the purpose of this study, the combination of a
headword and all its inflected forms is defined as a
“word group”. The data of word groups was then
stored in a csv file for later input.

2.2.2 Question stem generation

In generating a question stem, the program first
reads the input file in csv format, randomly selects
one word (“key”’) from each group, and randomly
retrieves one of its POSs. Then, it sends the POS-
labeled key to the GPT API and asks it to generate
a sentence that shows the use of the key with the
specific POS. When GPT returns the sentence, the
program replaces the key with a blank to create the
question stem.

In writing the prompt, we incorporated the crite-
ria decided earlier, and also provided an example
to GPT to ensure better results. The following is
an example with the word “creates” tagged “VBZ”
(verb, non-3rd person singular present):

Generate a sentence with the word "creates” with at
most 20 words. The text domain should be Academic
English. The given word in the sentence has a pos
tag of VBZ. It should not be at the beginning of
the sentence. It should not appear more than once.
Surround it with a backtick.

For example, the given word is "account” with
pos tag of "NN". You should yield a sentence in
the following format:
I have an “account™ with the bank.

Raw response:
National income “creates™ economic growth and
development in a country.

Question stem:

National income ____ economic growth and

development in a country.

2.2.3 Distractor selection

In deciding the distractors for a question stem, the
program first selects 10 words that share the key’s
POS from other word groups and stores them as
distractor candidates. Then it fills the blank with
each of the candidates and asks GPT to judge the
syntactic and semantic appropriateness of the can-
didates in respective complete sentences. If the
result for syntactic appropriateness is true and that
for semantic appropriateness is false, then the can-
didate is considered a good distractor. The process
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repeats until the evaluation of the 10th candidate
is finished. By then, if the number of good dis-
tractors among the 10 candidates is no less than
three, the program randomly selects three of them
as final distractors for the question stem. Other-
wise, it starts another round of distractor selection
until three have been found or until the pool of the
same POS is depleted. The following shows the
prompt and responses in distractor generation and
validation, continuing with the previous example:

For each of the following words separated by
a comma, when the word is fit into the blank
in the masked sentence, if the syntax of the
sentence is correct yield true for "syntax",
if the semantic meaning of the sentence is
correct yield true for "semantics”.

Words: " “sectors, varies, estimates, derives,
processes, functions, legislates, requires,
indicates, assumes™™"

Masked sentence: "~ ~National income ____
economic growth and development in a country.’

Answer in the following JSON structure:

{

"word 1": {"syntax": true, "semantics": true},
"word 2": {"syntax": true, "semantics”: false}

}
Response:

{
"sectors”: {"syntax": true, "semantics": false},
"varies": {"syntax": true, "semantics”: true},
"estimates”: {"syntax": true, "semantics”: false},
"derives": {"syntax": true, "semantics"”: false},
"processes”: {"syntax": true, "semantics”: false},
"functions”: {"syntax": true, "semantics”: false},
"legislates”: {"syntax": true, "semantics": false},
"requires”: {"syntax": true, "semantics”: false},
"indicates"”: {"syntax": true, "semantics"”: true},
"assumes”: {"syntax": true, "semantics": true}

}

Good distractors:

[sectors<VBZ>, estimates<VBZ>, derives<VBZ>,
processes<VBZ>, functions<VBZ>,
legislates<VBZ>, requires<VBZ>]

2.2.4 OQutput and logging

After a question item is sucessfully generated and
stored in the database, the program judges whether
the number of question items has met the pre-
defined threshold. If not, the program repeats
the generation process. Otherwise, it terminates
and returns a csv file containing all question items
(“output file”) and another csv file containing the
prompts and raw responses from GPT (“log file”).

3 Data analysis

The research utilized two primary data sources: the
output file and the log file, and data analysis was
carried out in four steps:
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Figure 1: Flowchart of the generation process

Step 1. Preliminary output check: Upon re-
ceiving the output file, a preliminary examination
was initiated. We verified the presence of all ques-
tion stems, blanks, distractors, and other essential
components in the output, ensuring its integrity
before progressing to the next phase.

Step 2. Human evaluation: After the prelim-
inary check, two seasoned reviewers were tasked
with an independent evaluation of the questions.
The reviewers were all English native speakers
with more than 20 years of experience teaching aca-
demic English at Japanese universities. They had
also been involved in a similar project reviewing
automatically generated MCC questions on AWL
words. Both reviewers underwent training using



an evaluation guide. They were asked to judge
whether a stem or distractor was appropriate for
assessing the vocabulary knowledge of university
students, and if not, provide reasons in comment
boxes. The criteria for judging appropriateness are
as follows:

e Stem Appropriateness: a. The context and
syntax of an appropriate stem should be un-
derstandable even without knowing the key.
There should be no grammatical errors. b. An
appropriate stem should solicit an accepted
use of the key and effectively highlight or em-
phasize the key.

Distractor Appropriateness: An appropriate
distractor should be one that fits grammati-
cally within the stem but is semantically incor-
rect/remote for the blank. An inappropriate
distractor might either be an acceptable an-
swer and/or not fit the stem’s syntax.

Once the reviewers’ evaluations were submitted,
Cohen’s d and percent agreement were employed
to measure inter-rater reliability. In instances where
a discrepancy in evaluations arose, a third expert
was consulted to deliver the final judgment, sub-
stantiated by relevant comments.

Step 3. Human annotation: Subsequent to the
human evaluation, items flagged as inappropriate
underwent an annotation process by two annotators,
who were experienced English teachers with near-
native English proficiency working at a Japanese
university. Drawing from thematic analysis tech-
niques, the two annotators collaboratively classi-
fied the inappropriate stems and distractors, and
identified categories and subcategories.

Step 4. Qualitative analysis of the log file:
With the annotations in place, an exhaustive quali-
tative examination was set into motion, leveraging
the rich information contained in the log file. The
primary objective of this step was to pinpoint the
root causes of the identified errors. Such insights
are invaluable for refining and enhancing future
iterations of the process.

4 Results

Fifteen minutes after its initiation, the program
generated the output and log files for analysis. The
subsequent sections will detail the results sequen-
tially.
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4.1 Preliminary check results

Upon the preliminary check of the output file, two
issues were identified: the absence of blanks at key
positions in three question stems and two missing
distractors in one question item.

Absence of blanks: Three question stems lacked
the requisite blanks that should have replaced the
keys. In one question stem:

“Assessing the validity of the research
findings requires a critical and thorough
examination.”

no blank was created at the key “assessing”. The
absence of the blank can be attributed to the pro-
gram’s case-sensitivity. As the key was placed at
the very first of the stem and its first letter was cap-
italized, it went undetected by the program. The
prompt given to GPT explicitly instructed it not
to place the keyword at the beginning of the stem.
Howeyver, in this case, this instruction was disre-
garded.

In the remaining two cases, the keys were po-
sitioned in the middle, not the start, but still no
blanks were created. The following is an example:

The researchers assumed that the data
they collected was reliable and unbiased.
Key: assumed

Missing distractors: Two distractors were
found missing in one question stem, as follows.

“The ’available’ resources for research
on this topic are limited and need to be
expanded.” Distractor: formula

We created blanks for the affected question stems
and flagged the missing distractors as N/A before
the output file was sent to the reviewers for eval-
uation. As a result, the output file contained 60
question items and 178 distractors.

4.2 Annotation results
4.2.1 Stems

The inter-rater reliability for the stems, as assessed
by the two reviewers, yielded a Cohen’s d value
of 0.71. This suggests a substantial level of agree-
ment as per (Gisev et al., 2013). Additionally, the
agreement rate stood at 0.88. After the third re-
viewer resolved the disagreements, 15 inappropri-
ate stems were spotted (percentage of appropriate
stems = 75%), and subsequently, 15 codes were



Table 1: Error annotation results in stems

Category Subcategory Instance
Mechanical | Capitalization 1
Syntax Determiner 1
Noun number 1
Clause conjunction 1
Semantics | Perplexity 1
Key fitness | Rare use/collocation 4
Syntactic unfitness 6

finalized. The details of these issues are provided
in Table 1 and descriptions.

Mechanical issue: The only mechanical issue is
related to the technical issue in preliminary check
where a capitalized initial letter of the key is ex-
pected when the key is placed at the beginning.

Syntax: Some stems contained minor grammati-
cal errors that, though they do not necessarily hin-
der understanding, should be rectified. Under “De-
terminer”, one stem incorrectly used “various” be-
fore the uncountable noun “demographic informa-
tion”. Under “Noun number”, “meaning of words”
in one stem should have “meaning” in its plural
form to match “words”. Lastly, under “Clause con-
junction”, the stem “I cannot remember the __ for
calculating the standard deviation, can you remind
me?” incorrectly linked two clauses with a comma
rather than separating them with a period.

Semantics: In the stem “The study aims to ana-
lyze the effectiveness of __ to negative feedback on
social media for brand reputation management.”,
where the key is “responding”, the stem was com-
mented as overly intricate and perplexing without
the key.

Key fitness: This category refers to situations
where the key was an inappropriate fit in the stem,
either syntactically or semantically. Within this,
“Rare use/collocation” refers to situations where
the key was not the most intuitive or commonly
expected answer for the blank. For instance, in the
stem “The research methodology used in this study
involved __ a sample of participants through ran-
dom selection,” the key, “constituting”, might not
be the first choice for many. Meanwhile, “Syntactic
unfitness” pertains to instances where placing the
keys in the stems resulted in subject-verb agree-
ment errors, parts of speech mismatches, or noun
number problems. An example is, “The research
project involved testing various __ to determine the

57

most effective strategy,” where the key “method”
doesn’t fit syntactically.

4.2.2 Distractors

The inter-rater reliability for the stems, as assessed
by the two reviewers, yielded a Cohen’s d value
of 0.87. This suggests an almost perfect level of
agreement as per (Gisev et al., 2013). Additionally,
the agreement rate stood at 0.94. A total of 59
inappropriate distractors were identified (percent-
age of appropriate distractors = 66.85%). During
annotation, one of these distractors fell under two
subcategories, bringing the instance count to 60.
The details of these issues are provided in Table 2
and descriptions.

Table 2: Error annotation results in distractors

Category Subcategory Instances
Mechanical Capitalization 2
Syntax POS 19
Verb transitivity 8
Noun number 3
Article match 2
Inflection 1
Semantics | Acceptable answers 24
Others Similar distractors 1

Mechanical issue: The mechanical issue is also
related to capitalization as discussed earlier. The
initial letters of the two distractors were not capi-
talized.

Syntax: In the Syntax category, distractors ex-
hibited grammatical inconsistencies. “POS” mis-
matches occurred where the distractor’s part of
speech did not meet the blank’s demand, such as in-
stances where an adjective was required, but a noun
distractor was chosen. “Verb transitivity” entails
errors where some verb distractors didn’t fit syntac-
tically within the stems’ wider context. Specifically,
the key might be an intransitive verb followed by a
preposition, but the distractor was a transitive verb
incompatible with that preposition. Alternatively, a
transitive key verb followed by a noun might have
an intransitive distractor. For example, in

“The data set __ of various demographic
information gathered from the survey
participants,’

while the key “consists” is an intransitive verb aptly
followed by “of”, the distractor “estimates”, a tran-



sitive verb, doesn’t go syntactically with the prepo-
sition “of”’. Another example is “It’s vital to accu-
rately __the data to draw meaningful conclusions
in research,” where “interpret” is the suitable tran-
sitive verb key, but the distractor “function”, being
intransitive, doesn’t fit following “the data”. “Noun
number” inconsistencies were noted where distrac-
tors were sometimes singular when the context re-
quired a plural form. Interestingly, the reverse was
not observed. Issues with “Article match” arose, for
instance, when the distractor “individual”, starting
with a vowel sound, was incorrectly preceded by
the article “a”. Finally, there was a peculiar Inflec-
tion case where the Latin inflection “-ae” appeared
in the distractor “areae”.

Semantics: In such situations, distractors were
deemed as acceptable answers by reviewers. For ex-
ample, in “The __ of democracy is often discussed
in political science classes,” the key is “policy”,
but the distractor “environment” was considered
an acceptable answer by the reviewers, as in the
phrase “environment of democracy”.

Others: For “Similar distractors” under this cat-
egory, the words “labours” and “labour” were both
included as separate distractors in the same ques-
tion item, despite both originating from the root
word “labour”.

4.3 Log file analysis results

Certain categories or subcategories presented chal-
lenges when attempting to identify root causes
through the log file. Notably, these encompassed
scenarios with missing blanks despite correctly po-
sitioned keys during preliminary checks, and ac-
ceptable answers in distractors. The latter proved
especially prominent, as GPT’s interpretation of
distractor appropriateness occasionally conflicted
with human evaluations, with reviewers viewing
such distractors as valid. The underlying reasons
for GPT’s choices are elusive based on the log file,
leading us to hypothesize that the nature of our
prompts might be a contributing factor. We’ll ex-
plore these two unresolved issues further in the
limitations section.

The log analysis thus encompassed missing dis-
tractors and errors within both stems and distrac-
tors. For stems and errors, the anlysis was focused
on the category “Syntactic unfitness”. This focus
was selected given the explicit guidelines on dis-
tractor syntactic accuracy and GPT’s proven capa-
bility in producing syntactically robust sentences;

the emergence of such errors was indeed surpris-
ing. Recognizing that syntactic errors in distractors
often originated from or were influenced by those
in stems, the analyses for both were undertaken
concurrently. As for other categories and subcate-
gories, they received detailed attention in the anno-
tation results section due to their few occurrences.
We’ll now present the subsequent analysis results.

4.3.1 Missing distractors

The analysis of the log indicated two potential
causes for the issue. Firstly, the key “available”
is an adjective, labeled “JJ”, and the pool of ad-
jectives was relatively smaller compared to other
POSs. There were only enough adjectives to per-
form one round of distractor selection. Secondly,
many distractor candidates seemed to semantically
fit the stem, as per the log below:

{
"evident”: {"syntax": true, "semantics": true},
"individual”: {"syntax": true, "semantics"”: true},
"economy"”: {"syntax": true, "semantics": true},
"similar": {"syntax": true, "semantics"”: true},
"legal”: {"syntax": true, "semantics": true},
"significant”: {"syntax”: true, "semantics”: true},
"major"”: {"syntax": true, "semantics": true},
"specific”: {"syntax": true, "semantics"”: true},
"formula”: {"syntax": true, "semantics": false},
"period”: {"syntax"”: true, "semantics": true}

3

This indicates that the selection of adjective dis-
tractors may need more specific context in the stem
to highlight the relevance to the key, which may
require lengthening the stems. From the log, POS
tagging errors can also be seen. For example, nouns
such as “economy”, “formula” and “period” are in-
appropriately labeled adjectives. This point will be
discussed in later analysis.

4.3.2 Syntactic unfitness

Three core patterns emerged for causes observed:
LemmInflect’s assignment of rare or inaccurate
POS tags, GPT’s alteration of keys, and GPT’s
misjudgment of syntactic appropriateness upon the
integration of distractors into the blanks.

POS tagging errors: LemmInflect sometimes
mislabeled the POSs of words or assigned rare POS
tags. For instance, “period” was mislabeled as “JJ”,
while “sector” was atypically tagged as “VBP”.
The tagging errors seem to concentrate in nouns.
In particular, this tool displayed a pattern of tagging
nouns erroneously as adjectives (e.g., “economy”
and “formula” both received JJ tags). Furthermore,
it regularly attributed NNS tags to singular nouns,



even to uncountable ones like “export”. This pecu-
liar behavior implies that countable nouns may be
recognized as having two NNS forms: singular and
plural forms. Such tagging patterns might explain
the use of singular forms when plurals were needed
in distractors while the opposite was not observed.
Another discovery is that LemmInflect includes
the Latin inflection “-ae” for many nouns, which
led to obsolete words like “areae”. These tagging
inaccuracies directly led to POS mismatches be-
tween distractors and keys, with wrongly tagged
distractors getting selected.

Key alterations: In some cases, the tagging er-
rors led to key alterations by GPT based on the
incorrect POS. For instance, when LemmInflect
mislabeled “method” as “NNS” (plural noun), GPT
adapted the key to “methods” to match NNS, gen-
erating the following sentence:

“The research project involved testing
various ‘methods’ to determine the most
effective strategy.”

In doing so, when a blank replaced this modified
key, the alteration became imperceptible to review-
ers, who thus judged that the original key “method”
would not fit syntactically into the stem.

However, not all key alterations by GPT were
justified. There were cases where despite accurate
tagging by LemmInflect, GPT replaced the key or
its POS. In one case, GPT substituted the key, “ma-
jor”. While the key was correctly labeled “VBP”,
as seen in “major in”, GPT replaced it with an en-
tirely different word: “indicate”, though with the
same POS of “VBP”. The resulting sentence is as
follows:

“The results of the study ‘indicate’ the
need for further research on the topic.”

When a blank was created, it became evident to
the reviewers that “major” did not align syntacti-
cally with the blank in the stem.

The alteration of the POS of a key also led to
errors in the syntax of the stem and the POS of dis-
tractors. In one case, LemmInflect appropriately
tagged “labour” as “VBP”, but GPT altered it to
“VBZ” and chose a third-person singular noun as
the subject, causing a grammatical error pertain-
ing to subject-verb agreement in the stem when
the VBP key was filled. Another example involves
the key “finances”, correctly tagged as VBZ. How-
ever, GPT generated a sentence using “finances”
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as an NNS: “The professor emphasizes that un-
derstanding one’s ‘finances’ is an important life
skill.” In this context, the distractor “indicates”,
which would have been appropriate if “finances”
was used as VBZ, becomes misaligned since the
sentence now requires an NNS.

Misjudgement of distractor’s syntactic fitness:
Despite these mismatches, GPT frequently certi-
fied the syntactic appropriateness of distractors. In
certain scenarios, this could be attributed to the lan-
guage model’s broad definition of syntactic validity,
such as treating two-noun combinations like “bus
station” as syntactically correct when an adjective
distractor was needed. Yet, in other cases, GPT
simply overlooked the errors.

Errors sometimes resulted from a combination of
tagging errors, key alterations and misjudgement of
fitness. An example involved “sector” being tagged
as “VBP”, which led to the selection of all VBP
distractors, including “involve”. When GPT ad-
justed this to “NNS”, it formed: “The government
‘sectors’ that are responsible for public health need
more funding.” Here, GPT failed to spot the syntac-
tic incongruence when incorporating “involve” as
a distractor. Table 3 shows the attribution of errors
in stems and distractors.

Table 3: Summary of error attribution in stems and
distractors

Error Attribution Number
LemmInflect 19
GPT 21
Both (LemmInflect and GPT) 7

5 Conclusions

Upon comparing this program with the prior Word
Quiz Constructor, a marked improvement was evi-
dent in the generation of accurate question stems
(75% as compared to 34.93%) and distractors
(66.85% as compared to 38.56%). Despite this
progress, manual correction is still needed before
such questions can be imported into the application.
It may be better to iterate the program to improve
its accuracy rather than asking experts to correct
the questions. Human validation highlighted ar-
eas for refinement. Foremost among these is the
accuracy of POS tagging—a pivotal component in
ensuring relevant question stems and well-formed
distractors. Besides, higher accuracy of syntactic
and semantic judgment outcomes from GPT is nec-



essary, in which better prompts and iterative nature
of the GPT API may play a crucial role.

Looking ahead, if these improvements are effec-
tively implemented, the program has the potential
to be transformed into a web-based application.
We plan to integrate the program into the current
“VocaTT” application to enable teachers and stu-
dents to upload their custom word lists and set vari-
ables for question generation. In this way, without
any coding expertise, they can receive ready-to-use
question items.

Limitations

While our current method showed significant im-
provement over the older Word Quiz Constructor
(WQC) in generating MCC question items, it is not
without limitations.

Central among these is the lack of validation
of POS and inflection results from LemmInflect,
which led to many inappropriately tagged keys and
distractors. In the pre-processing phase, it would be
judicious to incorporate a cross-validation step by
comparing POS tags identified by LemmInflect
with another reliable source. This source could
be another Python-based POS tagger or even GPT
itself and only POSs and inflected forms recognized
by both sources should be adopted in the word
groups.

Another limitation is the lack of stem validation,
which resulted in missing blanks, incorrect key
placements, and unintentional key changes. The
validation can be done by by prompting GPT to
check for the key’s presence and position in the
sentence and ensuring it retains the chosen POS. It
would also be beneficial to leverage GPT to review
complete sentences for syntactic or semantic issues,
which can help reduce grammatical and collocation
errors. On a related note, the 20-word limit in stems
may have contrained the context in highlighting a
key in some cases. By extending these stems to
encompass, say, approximately 30 words, it could
foster a richer context and thus bolster the relevance
of the key within the stem.

The third limitation lies in distractor validation.
The present emphasis of the prompt lies on the in-
dividual distractors, leading GPT to misjudge their
syntactic and semantic appropriateness in quite a
few cases. Instead, examining the full sentences
with the distractors inserted could be more telling.
This would not only identify issues like verb tran-
sitivity but also check the overall coherence of the
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sentences, providing a comprehensive assessment
of the distractors’ fit.

Another notable limitation concerns the small
sample size and the program’s speed. Some po-
tential issues may have gone unnoticed as only 60
question items were generated. Despite the small
sample size, the generation process took 15 min-
utes, with the majority of this duration dedicated to
calling the GPT API and waiting for its response.
The introduction of stem validation as suggested
earlier will necessitate additional prompts, poten-
tially lengthening the wait time. Finding a solution
to expedite this process will be an ongoing chal-
lenge.

A further limitation relates to the intended audi-
ence of the generated MCC items. In the present
work, reviewers were instructed to evaluate the
items assuming they would be presented to univer-
sity student learners of English as a second/foreign
language. Naturally, the results could look quite
different if the intended audience were, say, high
school students or adult learners in the community.
A full-fledged generation system would need to
account for this at the level of GPT interactions or
through filtering mechanisms.
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Abstract

The study of social values in fairy tales opens
the possibility to learn about the communi-
cation of values across space and time. We
propose to study the communication of val-
ues in fairy tales from Portugal, Italy and Ger-
many using a technique called word embed-
ding with a compass to quantify vocabulary
differences and commonalities. We study how
these three national traditions of fairy tales dif-
fer in their explicit references to values. To
do this, we specify a list of value-charged
tokens, consider their word stems and anal-
yse the distance between these in a bespoke
pre-trained Word2Vec model. We triangulate
and critically discuss the validity of the re-
sulting hypotheses emerging from this quan-
titative model. Our claim is that this is a
reusable and reproducible method for the study
of the values explicitly referenced in histor-
ical corpora. Finally, our preliminary find-
ings hint at a shared cultural understanding
and the expression of values such as Benev-
olence, Conformity, and Universalism across
European societies, suggesting the existence
of a pan-European cultural memory.

1 Introduction

Culture is defined “as a common heritage of a set
of beliefs, norms, and values” (US DHHS 2001),
that influences an individual’s cognition and be-
haviour (Wong, 2013). Social values are under-
stood as standards or criteria of the desirable, thus
they guide the selection or evaluation of behaviours,
policies, people, and events (Schwartz et al., 2020).
Building on this understanding of values as a cor-
nerstone of culture, we turn to literature as a mirror
reflecting these values across different cultural con-
texts in the past. Developments in NLP, in particu-
lar word embeddings, have allowed for the quanti-
tative analysis of historical corpora (Miaschi and
Dell’Orletta, 2020; Rodriguez and Spirling, 2022).
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With this work we want to test the limits of an
approach for studying the social values present in
fairy tales, one of the most widely spread forms
of popular narratives and a privileged genre for
the identification of patterns of cultural exchange,
as they have historically migrated across differ-
ent cultures and periods, creating a rich tapestry
of storytelling traditions. In particular, we study
the aggregated explicit tokens mapped on the val-
ues proposed by the Theory of Basic Human Val-
ues (Schwartz, 1992, 2012) across fairy tale cor-
pora from three different European traditions —
namely Portugal, Italy and Germany — in order
to compare the quantitative representations and
analyse the emerging patterns. We do this by first
finding the stemmed matches of these tokens and
enriching the text with the corresponding annota-
tion. After that we employ a word embedding with
a compass (Di Carlo et al., 2019) and clique perco-
lations (Palla et al., 2005) to highlight the semantic
variation between the three national corpora.

A critical investigation of the results of our
method finds that its results correspond to find-
ings of previous research. We also find indications
that despite the differences on the expression of val-
ues in the three compared countries, it seems that
Values of Benevolence (quality of interpersonal re-
lationships), Conformity (respect for social norms
and expectations) and Universalism (protection of
the welfare of people and nature) have remained
consistent in fairy tales across the three national
traditions, which we also view as confirmation of
the validity of our approach for the study of values
embedded in historical, literary corpora.

2 Background

The study of explicit references of values in fairy
tales is related to the accumulated social attitudes
up to the historical period of codification of the
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tales. To our knowledge, no systematic research of
this wide topic exists. As such, we view it as being
at the crossroads between the socio-historical, liter-
ary study of fairy tales, and the psychological study
of social values which is shaped by contemporary
research. On the other hand, such a study at scale
would not be possible without the instruments and
methods of computational humanities and word
embeddings in particular.

2.1 Unpacking Fairy-Tale Studies from the
Brothers Grimm to Digital Humanities

The late 18th century witnessed the rise of folk-
lore studies as part of a quest for national and
cultural identity, particularly in Europe (Schacker,
2003). Jakob and Wilhelm Grimm, riding the tide
of renewed interest in popular culture among the
upper-class intelligentsia, became pivotal figures
in this domain. They first published their fairy-
tale collection Children’s and Household Tales in
1812, striving to present a pure German narrative
tradition, untouched by foreign influence, particu-
larly the French (Teverson, 2013). This publication
sparked what would become the 19th century’s
golden age of fairy tales across Europe. This was
a time of growing urbanisation, industrialization,
and literacy. Scholars and nationalists, fearful of
losing invaluable oral traditions due to these rapid
societal changes, began the collection and preser-
vation of folklore (Ostry, 2013). Among these cus-
todians were collectors and writers such as Italy’s
Giuseppe Pitré and Portugal’s Consiglieri Pedroso,
whose texts feature prominently here alongside
the Grimms’. Their work, heavily inspired by the
Grimms, was driven by a desire to distil and dialec-
tically construct their nations’ cultural legacy.

Despite the nationalistic intentions of Brothers
Grimm and others who embarked on preserving
what they thought to be distinct national narratives,
the study of fairy tales reveals as much about the
interconnectedness of cultures as it does about their
uniqueness. Fairy tales, at their core, are a blend of
narratives that “migrate on soft feet” (Warner and
Warner, 2016), indicating that they traverse and in-
terweave across generic, geographical and temporal
boundaries, sometimes in untraceable ways. Thus,
while the Grimms and others sought to capture and
enshrine a uniquely national heritage, their work
also serves to underscore the similarities between
narrative traditions.

Unpicking these similarities and differences,
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however, can prove to be quite a complex task. As
scholars are frequently dependent on translations,
the potential for misinterpretation or loss of nu-
anced meanings during this process is high. Trans-
lations, like the ones by Margaret Hunt, Thomas
Crane and Henriqueta Monteiro used here, are enor-
mously valuable artefacts, but must be recognised
as acts of literary adaptation that might differ from
the originals (Haase, 2016). Further complicat-
ing matters, the comparative analysis of several
national traditions involves processing vast quan-
tities of text to identify patterns. This challenge
extends beyond the study of fairy tales and into the
comparative study of literature as a whole.

In response to these challenges, digital human-
ities and computer-assisted literary studies offer
innovative methodologies. Computational meth-
ods, in particular, aid in identifying and assess-
ing literary patterns across scales, from individual
texts to entire fields and systems of cultural produc-
tion (Wilkens, 2015). These new approaches, to
which our work is a contribution, help produce new
types of evidence that enrich and expand humani-
ties research. Indeed, computational approaches to
fairy tales have already successfully been deployed
in studies such as “Computational analysis of the
body in European fairy tales” (Weingart and Jor-
gensen, 2013). In this study, the authors used digi-
tal humanities research methods to analyse the rep-
resentations of gendered bodies in European fairy
tales. They created a manually curated database
listing every reference to a body or body part in a
selection of 233 fairy tales, and its analysis revealed
that the gender and age of fairy-tale protagonists
correlate in ways that indicate societal biases, par-
ticularly against the ageing female body. A further
exploration of gender bias in fairy tales is presented
in “Are Fairy Tales Fair?” (Isaza et al., 2023). This
study employs computational analysis to dissect
the sequence of events in fairy tales, revealing that
one in four event types exhibit gender bias when
not considering temporal order, and that female
characters are more likely to experience gender-
biased events at the start of their narrative arcs.
These studies underscore the potential of distant
reading, data analysis and visualisation as powerful
tools in the comparative study of fairy tales, par-
ticularly when used alongside subject expert close
reading (Moretti, 2022). Nevertheless, perceptions
and attitudes towards gender represent just a frac-
tion of the broader societal values spectrum.



2.2 The expression of values across space and
time in European Fairy Tales

Values are regarded as a shared societal understand-
ing of what constitutes good, wrong, fair, unfair,
Jjust, right or ethical behaviour (Haidt, 2013; Ke-
sebir and Haidt, 2010; Turiel, 2005). Values are
cognitive representations of an individual’s biolog-
ical needs, an individual’s requirements in interper-
sonal coordination, and the institutional demands
focused on group welfare and survival (Schwartz
and Bilsky, 1987). Nonetheless, it is crucial to ac-
knowledge the significance of cultural and individ-
ual influence in the development and expression of
values. Cultural Psychology postulates that human
behaviours result from the reciprocal interaction
between cultural and individual psyche (Shweder,
1991; Cohen, 2011; Schwartz et al., 2020). How-
ever, the manifestation of behaviors and values is
contingent upon context and situation, implying
that similar cultural processes might serve or fa-
cilitate different purposes based on cultural con-
text (Rogoff, 2003; Schwartz et al., 2020). There-
fore, one could examine variations in the expres-
sion of values across different regions and periods
through the analysis of historical corpora. This
stems from the expectation that literature can be
used as a vehicle for the expression of cultural
norms and values, thereby reflecting the distinct
ideological attributes of the writers and the regions
from which it emerges (Albrecht, 1956). Several
Theories have been proposed to summarise values
across different cultures (for a review of theories
see Ellemers et al (2019)). In this paper we focus
on the Theory of Basic Values (Schwartz, 2012),
since it found validity expression across several
cultures (e.g. (Spini, 2003; Schwartz et al., 2001,
2014; Davidov et al., 2008), and it has been applied
in the study of European values (e.g., European
Social Survey). The Theory of Basic Human Val-
ues (Schwartz, 2012) comprises 10 human values
that are fuelled by four different and opposite mo-
tivations: Openness to Change vs. Conservation,
Self-Transcendence vs. Self-Enhancement as ob-
served in Figure 1.

Openness to Change relates to an individual’s
need for independence of thought, action, and feel-
ings, and readiness for change, therefore comprises
the values of Self-direction, Stimulation, and partly
Hedonism. On the other hand, Conservation relates
to the values of Security, Conformity and Tradition,
as it emphasises the individual’s needs for order,
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Figure 1: Theoretical model of relations among ten mo-
tivational types of values (Schwartz, 2012).

preservation of the past, and resistance to change.
Self-enhancement considers the individual’s needs
to pursue their own interests, success, and domi-
nance over others, therefore comprises the values
of Power, Achievement, and partly Hedonism. On
the other hand, Self-transcendence considers the
values of Universalism and Benevolence, to focus
on the welfare and better interests of others. For a
definition of specific values, see Table 1.

Europeans can be regarded as having a common
identity (Castano, 2004) that is expressed through
their way of life, values and culture, and that has
been building since ancient times (Pagden, 2002;
Pinheiro et al., 2012) leading to the establishment
of a broad set of European Values. Values such as
human dignity, freedom, democracy, equality, rule
of law, and human rights have been declared as the
values of the European Union, to form “a society in
which inclusion, tolerance, justice, solidarity and
non-discrimination prevail” (EU, 2020). Based on
several empirical studies and policy making guide-
lines, these values correspond to Schwartz’s values
of Universalism, Self-Direction, and Benevolence
(for more information see: (Scharfbillig et al.,
2021; Murteira, 2024). If these values are pre-
sumed to have been shared to some degree across
the European territory since antiquity, it stands to
reason that they could have been variously con-
veyed through fairy tales across the three regions
under analysis. Constructs such as values can either
be assessed by explicit or implicit measures. A psy-
chological construct is implicitly assessed when the
individual “is unaware that a psychological mea-
surement is taking place, this type of measure is
often used to assess values, attitudes, stereotypes,
and emotions in social cognition research” (APA,
2023). On the other hand, a psychological con-
struct is explicitly assessed when the “individual



Table 1: The definition of each of the ten motivational types of values (Schwartz, 2012).

Value Definition

Security Safety, harmony, and stability of society, of relationships, and of self.

Tradition Respect, commitment, and acceptance of the customs and ideas that traditional culture or religion
provide the self. Maintaining and preserving cultural, family or religious traditions.

Conformity Restraint of actions, inclinations, and impulses likely to upset or harm others and violate social

expectations or norms.
Self-Direction

Independent thought and action-choosing, creating, exploring.

Personal success through demonstrating competence according to social standards.

Preservation and enhancement of the welfare of people with whom one is in frequent personal contact.

Stimulation Excitement, novelty, and challenge in life.

Hedonism Pleasure and sensuous gratification for oneself.

Achievement

Power Social status and prestige, control or dominance over people and resources.
Benevolence

Universalism

Understanding, appreciation, tolerance, and protection of the welfare of all people and of nature.

is aware that a psychological measurement is tak-
ing place” (APA, 2023). Putting it simply, values
can be measured explicitly when individuals are
directly asked about values, and implicitly when
the individuals are not aware of the measurement,
because values are assessed using indirect ques-
tioning methods. Bearing in mind that art is a
behavioural expression of culture that serves sev-
eral purposes, including the form of order, which
is the need for psychological and mental organisa-
tion of experiences (Dissanayake, 1980), we can
hold the reasonable expectation that the historical
corpora under analysis will reflect, to a degree, the
explicit and implicit cultural ways and behaviours
of societies in which these fairy tales were written.
The presence of these values in our corpora was
assessed by vocabulary quantification techniques
through the development of Word Embeddings that
communicate values in fairy tales.

2.3 Using Word Embeddings to Quantify
Vocabulary Differences

Word embeddings have emerged as an important
instrument for the quantitative analysis of textual
corpora. These are mappings of vocabulary onto a
multidimensional numerical space, based on their
occurrences (Mikolov et al., 2013; Rodriguez and
Spirling, 2022). Different techniques for creating
word embeddings exist, but their common general
principle is “a word is characterised by the com-
pany it keeps”. It is useful to distinguishing be-
tween two categories of word embeddings: i) static
(also called type-based) - those that feature a single
representation for a word token, and ii) contextual
(also called token-based) - those that distinguish be-
tween different representations of each word to cap-
ture potential differences in meanings, according to
the surrounding context (Miaschi and Dell’ Orletta,
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2020; Lenci et al., 2022). Whereas contextual word
embeddings better capture the richness of vocab-
ulary, static word embeddings perform better on
smaller corpora which do not have the volume that
would allow for the semantic richness necessary
for multiple meanings (Ehrmanntraut et al., 2021).
Arguably, this is due to the fact that in a small the-
matic corpus, typically meanings are restricted by
the context of its compilation.

A widespread approach that allows to overcome
the challenge of small corpora and their lack of
richness, is the combination of pre-training with
a huge! generic corpus and the subsequent fine-
tuning with the corpus of interest. However, cor-
pora of these huge dimensions are inevitably con-
temporarily written, and due to cultural and lin-
guistic change over time inevitably introduce un-
wanted biases. In confirmation of this consider-
ation, in their particular context Manjavacas and
Fonteyn (2022) observed that training from the
ground up is more effective than fine-tuning of pre-
existing models.

When it comes to comparing the word embed-
dings representing different corpora, a widespread
approach is the so-called semantic change detec-
tion (Tahmasebi et al., 2021). Since for intercul-
tural comparison, “change” might wrongly suggest
a transition from one culture to the other, in the
context here the phrase “semantic variation” would
be more accurate. Still, whenever techniques for se-
mantic change detection do not rely on any particu-
lar diachronic properties of the underlying corpora,
we claim they could be reused also for synchronic
linguistic analysis. More specifically we claim that

'Some widely established contextual models like BERT
are trained on a corpus that includes the entire contents of
Wikipedia which comprises of 2.5 billion word tokens (Devlin

et al., 2019), others use training sets that are many orders of
magnitude larger (Dodge et al., 2021)



Word Embedding
with a Compass

Figure 2: The outline of the process we followed.

an approach called temporal word embedding with
a compass (Di Carlo et al., 2019) is applicable, for
culture-specific rather than time-specific distinctive
corpora. This approach consists of first creating an
embedding on a cumulative corpus containing all
texts from the different cultures to be considered.
Then, from this baseline (compass) word embed-
ding, further fine-tuning is performed on each of
the corpora, to be compared so as to create culture-
specific word embeddings. The result is a different
(numerical) vector representations of each particu-
lar word token, which allows for quantitative com-
parisons between them, as done previously (Ferrara
et al., 2022; Di Carlo et al., 2019).

3 Method

Our study of the explicit references to values in
fairy tales follows the process illustrated in Fig-
ure 2. To provide an outline, it starts with the
identification of tokens that represent values of in-
terest. We group these tokens in groups that we
consider to be synonyms. Then, we automatically
annotate all occurrences in the text of the stems rep-
resenting the considered tokens. Once this is done,
we manually analyse the produced annotations to
identify ambiguities and mistakes in our identifi-
cation of tokens. The purpose of this analysis is
to better understand the semantics behind their oc-
currences, in order to refine the selection of tokens
and identify potential tokens representing multiple
values. Finally, we apply a static word embedding
with a compass and perform critical analysis on the
differences from the resulting vector spaces.

Fairy Tales Corpora. The corpus selection had
several stages. First we focused on the Grimms’
Children’s and Household Tales, using Margaret
Hunt’s 1884 English translation. We manually se-
lected 30 tales that span well-known and beloved
stories and lesser known ones, so as to provide a
comprehensive representation of the entire collec-
tion. Then we selected 30 Portuguese and 30 Ital-
ian tales taken from two important contemporary

66

collections to the Grimms’: Portuguese Folktales
by Consiglieri Pedroso, translated to English in
1882 by Henriqueta Monteiro; and [talian Popular
Tales, collected and translated to English in 1885
by Thomas Frederick Crane. These collections
were chosen due to their cultural significance and
their temporal proximity to the Grimms’ collec-
tion, aiming to offer a comparative perspective on
19th century fairy tales across different European
cultures.

Selection of Tokens. Assuming that the histor-
ical corpora are themselves mirrors of social be-
haviours and ways of living in societies in which
the fairy tales were written, we are interested in the
explicit expressions of values in the texts. Starting
from Schwartz’s model and the European core val-
ues, we initially compose a list of tokens that repre-
sent these values, based on three empirical studies
regarding value-specific tokens. This list of tokens
contains words that were selected from two dictio-
nary studies about values, where each word is asso-
ciated with a specific Schwartz’s value. (Schwartz,
1992; Lindeman and Verkasalo, 2005; Murteira,
2024). For instance, the token “Peace” is associ-
ated with the value of Universalism, and the to-
ken “Cooperation” is associated with the value of
Benevolence (see Table 4 in Appendix). Then we
perform automatic identification of explicit refer-
ences of values. We do this using stemming (Jabbar
et al., 2020) on both the token lists and the fairy
tale texts. This is because, in contrast e.g. to lem-
matisation, stemming reduces different word forms
the same originating token. We use the Snowball
stemmer algorithm (Porter, 2001) to identify all oc-
currences of the stemmed tokens in the corpora and
tag (i.e. annotate) them with a label corresponding
to the group of synonym tokens.

Critical Review. We then critically analyse and
refine by adapting tokens according to the desired
annotation. This was done using a specifically de-

Table 2: Quantitative descriptors of the corpora. When
we refer to tokens, we mean the ones that were identi-
fied by our automated annotation process. Complete
list of included texts is available in Table 3 in Ap-
pendix.

Corpus Texts Symbols Words Tokens
Germany 30 306475 59500 1840
Ttaly 30 234158 45223 1808
Portugal 30 231149 44887 1439




The Princess who would not marry her
Father

Figure 3: Screenshot of a browsing page from the be-
spoke web instrument that reviews the produced anno-
tations. Another view shows a clickable heatmap as
Figure 7 in Appendix, which allows for a distant read-
ing view.

veloped for the purpose web interface (Figure 3, ac-
cessible online at https://tales.ko64eto.com)
that allows for a review of the texts in the corpora
with the results of the automatic annotation high-
lighted in different colours. The outcome of this
was a series of decisions to adapt the token selec-
tion as a way to refine it and guide subsequent iter-
ations of this annotation process. Correspondingly,
following this approach inspired by grounded the-
ory (Rieger, 2019), the ultimately proposed list of
tokens in this study emerges from exploration of
the corpus and is not a result of deductive hypothe-
sis research. We provide a statistical overview of
the results of this annotation process in Table 2 and
in Appendix we provide both the complete final
version of our tokens and a Venn diagram of the
occurrences of groups of synonym token across the
three corpora.

Word Embedding with a Compass. Due to the
historical nature of the corpora we study and in
order to avoid contaminating them with external
biases from pre-training, we organise our analy-
sis following the word embedding with a compass
approach (Di Carlo et al., 2019). To do this, we cre-
ate one generic culture-agnostic shared embedding
from scratch containing all three corpora. Then,
starting from this compass, we independently cre-
ate three parallel fine-tunings for each of the cul-
tures. For the creation of the compass, to avoid the
possible introduction of biases, we chose not to in-
clude any further possible texts, neither from any of
our three contexts, nor from others. Our approach
to syntactic identification of references to values,
is not contextual, i.e. we treat a reference to a
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value-related stemmed token as the same for all its
identified uses. In our critical review step we exam-
ine the validity of this generalisation. To represent
the annotations in the word embedding algorithm,
before and after each identified occurrence of a to-
ken we insert an indication of the corresponding
group of synonym tokens (i.e. the first token in it).

Comparison of Semantic Variation. The word
embedding allows measuring contextual similar-
ity between words, thus speaking of “change” and
“variation”. Once we have the three word embed-
dings for the cultural corpora, for each of them we
consider only the distances between groups of to-
kens (represented by the annotation label, i.e. the
first token in each synonym group) and experimen-
tally define a similarity threshold above which we
consider a pair of tokens to have a relating edge
between them in a graph representation of tokens)
in order to use clique percolations clustering with
k=2 (Palla et al., 2005). In other words, for all sim-
ilarities above that threshold we consider the cor-
responding tokens to be related in that embedding,
and distances above the threshold mean the corre-
sponding tokens are not. This results in a clustering
that might assign one token to multiple clusters. It
might also bring two tokens into the same cluster
even if the distance between them is greater than
the threshold, as long as there is a “bridge” of other
tokens in between to connect them.

Historical and Social Critical Analysis. At the
end of our method we analyse the quantitative re-
sults using critical analysis from the perspectives
of both literary studies and psychological research.
This allows us to cross-validate (e.g. through trian-
gulation (Noble and Heale, 2019)) our results with
the established body of research and thus get an
indication of their theoretical validity.

4 Results

An important part of the results of our approach is
the reflective inspection of the produced automated
annotation and possible corrections for these. An
overall conclusion of this process is that, expect-
edly, the most impactful tokens capture the values
they were intended to match well. The most impor-
tant token that did not correspond to our initial in-
terpretation was “faith”. We originally ascribed the
label “faith” to the value of “piety,” indicating reli-
gious devotion. However, a careful examination of
our corpus revealed an intriguing trend. The term
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Figure 4: Frequencies of identified occurrences of tokens across the three corpora. A more detailed heatmap
between texts and labels is available on Figure 7 in Appendix.

“faith,” contrary to our initial classification, typi-
cally expressed affiliation with “loyalty,” mainly
as per the usage patterns in various Grimm tales,
particularly in “Faithful Johannes” (a German tale).
As a consequence, we ascribe the token “faith” to
the value associated to “loyalty”.

Another token that provides an interesting ex-
ample is “father,” due to its potential multiple as-
sociations. On the one hand, it could represent
“caring,” similar to “mother,” but on the other, it
could be a symbol of authority (Hopp et al., 2021).
When exploring the corpora, we found that “father”
was predominantly associated with “caring,” with
a remarkable exception in “The Maiden and the
Fish” (Portugal), where one out of four instances
appeared associated with authoritative power.

A third, less impactful token we considered was
“patient,” which was initially associated with “kind-
ness.” However, an analysis of the corpus found
that its usage related exclusively to an individual
receiving medical treatment, and we consequently
excluded it from our analysis.

Figure 4 shows the references to values by coun-
tries, according to the ascribed tokens. A more
detailed mapping of occurrences of tokens in par-
ticular texts is provided in Figure 7 in the Appendix.
From the resulting comparison of clusters across

corpora, noteworthy is the one defined around to-
kens related to “mother.” As the Venn diagram
on Figure 5 shows, while in our German and Por-
tuguese corpora it appears together with “brother”,
in the Italian and Portuguese corpora it also ap-
pears in relation to “know.” Only in Germany does
it relate to “generous.”

4.1 Historical Analysis

Dolores Buttry elucidates on the usage of “faith” in
Grimm tales to exclusively mean “loyalty,” and not
“piety.” She writes that the related values of faith-
fulness and loyalty (which are “Treu” and “Treue”
in German) have been foundational virtues in Ger-

many since ancient times (Buttry, 2011). Stories
such as “Faithful Johannes,” but also “The Frog
King,” exemplify extreme loyalty towards superi-
ors, illustrating the importance of fidelity and re-
spect for authority in their various manifestations.
Buttry characterises the tale of the faithful/loyal
servant as an enduring archetype, highlighting the
recurring appearance of the words “Treu” (faithful)
and “Treue” (loyalty, fidelity) in German tales (But-
try, 2011). She further suggests that, while respect
for authority and the sanctity of oaths were nearly
universal concepts before these stories were col-
lected, they seem to have retained their vitality
and cultural significance particularly in German-
speaking traditions. This idea finds further sup-
port in one of the only non-German occurrences of
“faith” in our corpus, as the label appears in “The
Story Of Catherine and Her Fate,” a Sicilian tale
first collected by Swiss-German folklorist Laura
Gozenbach.

It is also interesting to examine how values man-
ifest in tales from different cultural contexts. In
our results, we found that values of “piety” and
“empathy” appeared clustered together in Italian
and Portuguese tales, but not in German ones. This
may be explained by the different religious tradi-
tions in all three countries, since both Italy and
Portugal were majoritarily Catholic regions at the
time the tales were collected, while there was a
strong Protestant presence in the German territory.
Indeed, Jack Zipes (2002) writes that the Grimms’
tales portrayed the main values of Protestant ethics

Portugal

brother

Ttaly

eeeeeeee

Figure 5: An illustration of the degree of overlap across
the three national corpora for the token “mother”
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and the bourgeois enlightenment. The heroes in
their tales are predominantly concerned with self-
preservation and the acquisition of wealth, and they
assist others, including animals, only when they
perceive a potential gain for themselves, demon-
strating a calculated approach to empathy and com-
passion. This model of behavior, Zipes argues,
exemplifies the general Protestant ethic of the time,
and so empathy, although occasionally appearing in
the Grimms’ tales, is not a dominant theme (Zipes,
2002). We may advance the possibility that the dif-
fering religious ethos of Italy and Portugal would
place more emphasis on empathy as it relates to
Catholic piety.

4.2 Social Analysis

Frequency analysis shows that tokens such as
“mother,” “law,” brother,” and “love” have a strong
presence (more than 100 appearances) across the
three countries under analysis. Based on the elabo-
rated correspondence between tokens and the The-
ory of Basic Values (see Appendix), the words
“mother,” “brother” and “love” are connected to
Benevolence, and “law” is connected to Confor-
mity. In Germany, the token “justice” has also a
strong presence, and is connected with the value of
Universalism which stands for the protection and
welfare of all people and nature. Considering that
the value Benevolence stands for the good quality
of social connections between people, and Confor-
mity stands for the preservation of social/cultural
expectations and norms, then we could infer that
these tales describe several social dynamics. The
tales’ plots are representative of social dynamics
among fictional characters that may resemble so-
ciety, in order to describe the quality of human
relationships and social/cultural norms in place.

Interestingly, some differences across countries
are expressed by the tokens’ frequency related to
Benevolence, Conformity and Universalism. For
instance, in Germany, “mother” seems to be a
stronger reference for communication of Benev-
olence than “brother” when compared to Portugal
and Italy. Also, “love” seems to be a stronger ref-
erence for communication of Benevolence in Italy
than in Germany and Portugal. However, in Ger-
many, we may note that tokens such as “gener-
ous” and “cooperation” reinforce the communica-
tion and expression of Benevolence in those tales.
When it concerns the need for rules and social wel-
fare, it seems that in Germany and Italy the token
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“law” is frequently used when compared to Portugal
to express the value of Conformity. Finally, Ger-
many shows a strong presence of token “justice”
in their tales, which highlights the importance of
Universalism in these tales and the need to convey
the respect for human rights and dignity. In sum,
while Portugal, Italy and Germany communicate
strongly the values of Benevolence and Conformity,
it seems that Germany also communicates the value
of Universalism. Despite the differences between
countries, it seems that European Values of Benev-
olence and Universalism are being communicated
by the tales across countries.

5 Discussion and Conclusion

While the proposed approach is still in its infancy,
and the emerging results would require more thor-
ough examination, our preliminary analysis pro-
vides some concrete evidence that European Val-
ues have been a long-standing element in European
cultural communication through fairy tales. The
corpus analysis across different cultures revealed
a significant variety in the representation of val-
ues. For example, the affiliation of the token “faith”
with ”loyalty” rather than piety,” particularly in
German culture, illustrates the role of cultural and
historical contexts in shaping value representations.
Similarly, the differential clustering of “’piety” and
“empathy” in Italian and Portuguese tales compared
to German tales further underscores the influence
of religious and socio-cultural contexts in value rep-
resentation. Interestingly, despite these differences,
the analysis revealed a strong commonality across
all three cultures, pointing at the communication of
European Values through tales. Tokens associated
with Benevolence, Conformity, and Universalism
manifested frequently across fairy tales of all three
countries. This finding is particularly noteworthy
because it suggests a shared cultural understanding
and expression of these values across European lit-
erary production, and, possibly and by extension,
across European societies, thus hinting at the exis-
tence of a pan-European cultural memory.

We have identified clear limitations in our ap-
proach. Working at the syntactic level, both in
terms of stemming and static word embeddings,
limits the possibility to capture nuances, and with
this some noise is introduced in the analysis. How-
ever, contrary to our expectations, our detailed
analysis revealed that ambiguities are only isolated
cases. This is valid to the extent that in none of



these cases a token bore semantic ambiguity that
was a dichotomy rather than an outlier so that it
could undermine the general results.

The focus on explicit references, unsurprisingly,
resulted in an inability to annotate tokens such as
“democracy” in the tales, as they were only im-
plicitly referenced. Therefore, exploring methods
to apply semantic word embeddings to historical
texts could be a potential way to address not just
explicit, but also implicit references to values (Fer-
rara et al., 2023). While such approaches already
exist (Montanelli and Periti, 2023), we believe fur-
ther attention should be paid to the possibility that
the pre-trained embeddings may introduce biases
unrelated to the corpus under study.

This work provides a foundational understanding
of how European Values are represented in literary
texts and highlights the potential of computational
linguistics in cultural studies. This study encour-
ages further interdisciplinary research in the field
of literary studies, cultural analytics, and compu-
tational linguistics to expand our understanding of
cultural values and their historical evolution.
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The source code of the annotation analysis tool is
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Table 3: The Fairy Tales included in the corpora. The Italian corpus includes several collectors. When not indicated,
collected by Giuseppe Pitré. Otherwise, 1. Vittorio Imbriani; 2. Domenico Comparetti; 3. Laura Gozenbach; and
4. Carolina Coronedi-Berti.

Germany (Grimm et al., Italy (Crane, 2017) Portugal (Consiglieri Pedroso,
1884) 1882)
e Allerleirauh e Brother Giovannone e May You Vanish Like The Wind
e Briar Rose e Cinderella® e Pedro And The Prince
e Cinderella e Don Firriulieddu e Saint Peter’s Goddaughter
o Faithful John e Godmother Fox e The Aunts
e Fitcher’s Bird e King Bean Giuseppe Bernoni e The Baker’s Idle Son
e Frau Trude e Little Chick Pea Tuscan variant e The Cabbage Stalk
e Godfather Death e Pitidda e The Daughter Of The Witch
e Hansel And Grethel e Snow White Fire Red e The Enchanted Maiden
e King Thrushbeard e The Cat And The Mouse e The Hearth-cat
e Little Red Cap e The Cistern e The Hind Of The Golden Apple
e Little Snow White e The Cloud’ e The Little Tick
e Old Sultan e The Crumb In The Beard? e The Maid And The Negress
e One Eye Two Eyes And e The Crystal Casket e The Maiden And The Beast
Three Eyes e The Dancing Water The Singing e The Maiden And The Fish
e Our Lady’s Child Apple And The Speaking Bird e The Maiden From Whose Head
e Rapunzel e The Doctor’s Apprentice Pearls Fell On Combing Herself
o Rumpelstiltskin e The Fair Angiola’ e The Maiden With The Rose On
e Snow White And Rose e The Fair Fiorita® Her Forehead
Red e The King Of Love e The Prince Who Had The Head
e Strong Hans e The King Who Wanted A Beauti- Of A Horse
e The Frog King Or Iron ful Wife? e The Princess Who Would Not
Henry e The Lord St Peter And The Apos- Marry Her Father
e The Giant And The Tai- tles e The Rabbit
lor e The Parrot Which Tells Three Sto- e The Seven Iron Slippers
e The Girl Without Hands ries e The Slices Of Fish
o The Jew Among Thorns e The Sexton’s Nose e The Spell Bound Giant
e The Juniper Tree e The Shepherd Who Made The e The Spider
e The King Of The King’s Daughter Laugh? e The Step Mother
Golden Mountain e The Stepmother e The Three Citrons Of Love
e The Lazy Spinner e The Story Of Catherine And Her e The Three Little Blue Stones
e The Robber Bride- Fate® e The Three Princes And The
groom The Story Of Crivoliu® Maiden

o The Six Servants
e The Three Spinners
e The Two Kings Chil-

dren
The Valiant Little Tailor

The Story Of St James Of Galicia®
The Three Admonitions
Thirteenth

Water And Salt

The Tower Of Il Luck

The Two Children And The
Witch

e The Vain Queen
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Table 4: List of tokens mapped with the values proposed in the Theory of Basic Values from Schwartz (Schwartz,

1992; Lindeman and Verkasalo, 2005; Murteira, 2024).

Token Synonyms Value

dialogu conversation Universalism
equality equality, equal Universalism
free free Self-Direction
right right, claim Universalism
justic justice, judge, trial, fairness, just Universalism
peace peace Universalism
cooper help, together Benevolence
curios curiosity, curious Self-Direction
empathi compassion, pity Conformity
evid evidence Universalism
emancip liberty Self-Direction
generous hospitality, goodness Benevolence
honest honest, confidence Benevolence
smart clever, cleverness, wise Achievement
kind kind, kindness, graciousness, gentleness Conformity
know know, able, knowledge Achievement
brother brother, sister, brotherly, sisterly Benevolence
love love, married, wife, husband, marriage, wedding Benevolence
loyal honor, faith Benevolence
pieti piety, pious, god, virgin, saint, angel, pray Tradition
mother mother, father, motherly, fatherly Benevolence
punish punish, punishment Conformity
pure pure, innocent, innocence Tradition
correct correct, reason, correctness Universalism
reward reward, prize, pay, treasure, jewels Power

law lawful, king, queen Power

solidar harmony, support Benevolence
toler acceptance, permissiveness Universalism
truth truth Universalism
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Figure 6: A Venn diagram showing the occurrences of tokens across the national corpora.
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Figure 7: Counts of identified occurrences of tokens across the texts of the three corpora. An interactive version
of this heatmap is available at https://tales.ko64eto.com. In it clicking on a number takes you to the
corresponding text for easier review.
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Abstract

Recent advances in computational stylometry
have enabled scholars to detect authorial sig-
nals with a high degree of precision, but the
focus on accuracy comes at the expense of ex-
plainability: powerful black-box models are
often of little use to traditional humanistic dis-
ciplines. With this in mind, we have con-
ducted stylometric experiments on Maospeak,
a language style shaped by the writings and
speeches of Mao Zedong. We measure per-
token perplexity across different GPT mod-
els, compute Kullback-Leibler divergences be-
tween local and global vocabulary distribu-
tions, and train a TF-IDF classifier to examine
how the modern Chinese language has been
transformed to convey the tenets of Maoist
doctrine. We offer a computational interpreta-
tion of ideology as reduction in perplexity and
increase in systematicity of language use.

1 Introduction

Stylometry, the quantitative analysis of literary style,
has been extensively used to study various authors’
writing styles, leveraging linguistic features such as
word frequencies, sentence length, and syntactic pat-
terns (Stamatatos, 2009; Neal et al., 2017). Histori-
cally, stylometry dates back to analyses of narrative
style in Shakespeare (Burrows, 1987) and attempts to
identify the authors of the disputed Federalist Papers
(Mosteller and Wallace, 1963; Tweedie et al., 1996).
The advent of computational methodologies has signif-
icantly enhanced the scope and depth of stylometric
analyses, allowing for the examination of larger textual
corpora and the incorporation of multifaceted linguis-
tic features, such as lexical richness, syntactic complex-
ity, and semantic coherence (Seroussi et al., 2014; Sari
et al., 2018). Computational stylometry has evolved to
include a range of techniques, from Principal Compo-
nent Analysis (PCA) to various machine learning algo-
rithms and large language models (LLMs), enhancing
the reliability of stylistic differentiation (Ruder et al.,
2016; Ou et al., 2023).

However, the focus on precision metrics in author-
ship attribution comes at the expense of interpretability
and applicability in humanistic research and teaching.
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The fact that a particular author uses definite articles
or certain grammatical particles more often than others
might shed light on their subconscious stylistic pref-
erences, and it might even be decisive in distinguish-
ing their stylistic fingerprints, but similar analyses can
hardly explain why a given language has been partic-
ularly successful at conveying political messages and
furthering domestic mobilization, as was the case of
Maoism in post-1949 China.

2  Quantifying Maospeak

Maospeak, Mao-style prose, or maowenti (% K,
also called maoyu E1E), is a set of stylistic features in-
fluenced by the writings and speeches of Mao Zedong
(1893-1976), the leader of the Chinese communist rev-
olution (Li, 1998). Maospeak has had a transformative
impact on the way people in China express themselves,
and it continues to affect the everyday language in the
PRC even today. Consider the following examples:

o T RNEEA S g AR RERED, A
e SN, AT

There is also [class] struggle within the Commu-
nist Party. Without struggle, there can be no
progress, no peace. With a population of 800 mil-
lion, how can we not struggle?

ERANEATE ML 2T E, XEfFz
E A JER A RNERF G, X MERsE 2R
AR JE

There are two types of social contradictions in
front of us: the contradictions between ourselves
and our enemies and the contradictions within the
people. These are two types of contradictions with
completely different natures.

Such repetitive, redundant, and depersonalized sen-
tences are a staple of the Little Red Book, a compila-
tion of Mao’s quotations and a condensed example of
the Maoist prose. Despite its thematic coherence, how-
ever, Maospeak is not simply a set of LDA topics: rev-
olutionary themes appear in Marx, Lenin, Stalin, and
Mao, for example, but their writing styles are recog-
nizably different. Neither is it a matter of function
words, since Maospeak exudes an affective strength
and a clarity of purpose that cannot be reduced to
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Corpus Number of Tokens (Words)  Vocabulary Size  Total Characters Type-Token Ratio
Maospeak 1,684,294 55,113 2,890,605 0.0327
Contemporary 18,219,475 515,468 28,509,185 0.0283
Eileen Chang 994,025 70,484 1,532,465 0.0710
Mo Yan 2,546,989 131,317 3,978,079 0.0516

Table 1: Dataset Statistics

the most frequent grammatical particles alone. While
thoroughly researched by scholars in humanistic dis-
ciplines (Ji, 2003; Link, 2013; Schoenhals, 2007) and
vividly debated on public platforms (Sun, 2012; Link,
2012; Laughlin, 2012; Barmé, 2012), so far there has
been very little computational engagement with the lan-
guage of Mao Zedong (Huang and Shi, 2022). Maos-
peak poses an interesting challenge to modern stylom-
etry and remains to this day a controversial issue, es-
pecially given the diverse opinions surrounding writers
like Mo Yan (b. 1955), the 2012 Nobel Prize laure-
ate who has been accused by critics of inheriting the
Maoist style in his descriptions of war-time violence
and brutality (Link, 2012; Sun, 2012).

2.1 Dataset

Our dataset (Table 1) consists of four corpora: the
selected works of Mao Zedong, collected novels and
short stories of Mo Yan and Eileen Chang (Zhang Ail-
ing), and a larger compilation of 102 novels published
by 62 writers active in the post-Mao era. In this study,
we treat Mao Zedong’s writings as a proxy for Maos-
peak, as it was chiefly through quotations from Mao
that the discourse of class struggle and popular mili-
tarization spread across the PRC, thus shaping the ev-
eryday language. This influence was particularly evi-
dent during the Cultural Revolution (1966-1976), when
inability to quote the Little Red Book could be taken
as proof of reactionary politics (Ji, 2003, 151). We
chose Eileen Chang (1920-1995) as a control writer
because she spent most of her life outside mainland
China, and her writings arguably lack communist in-
fluences; the mixture of contemporary Chinese writing
serves as another control, offering a sample of modern
literary Chinese. We preprocessed Mao Zedong’s writ-
ings by removing footnotes and lines of text shorter
than 50 characters to filter out titles, dates, and signa-
tures frequently attached by editors to his letters and
communiques. Since Chinese does not use spaces be-
tween words, all texts have been segmented with the
spaCy parser for Chinese zh_core_web_lg.!

2.2 Perplexity

One way in which different literary styles can be com-
pared is by evaluating the perplexity of their repre-
sentative texts. A low perplexity indicates that the
text is more predictable (Kilgarriff and Rose, 1998;

Ynttps://spacy.io/models/zh
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Jézefowicz et al., 2016). Auto-regressive language
models such as GPT are especially useful in this re-
gard: in the pre-training phase, the model iterates over
a large amount of data and learns to predict the next
token given a sequence of tokens; these learned predic-
tions can be then used to calculate the "surprisingness"
of the actual words encountered in a text.

The formula to calculate the average per-token per-
plexity for a corpus C consisting of M texts, each con-
taining K words, is represented as follows:

M K
P(C) = exp —% Z Z log p(wji|w;1:i-1)
j=11i=1
(D

In (1), p(w;;|wj1:1—1) represents the probability of
the i-th word in the j-th text of the corpus, given the
preceding words in that text. The equation computes
the average of log probabilities across all non-special
tokens 7T'. If the model assigns high probabilities to
the actual words, the average log probability will be
less negative, which, after negation and exponentiation,
will lead to a lower perplexity. Conversely, lower prob-
abilities for the actual words will result in a higher per-
plexity.

In this experiment, we used three publicly available
Chinese GPT-2 models: Wenzhong 2.0,> uer-gpt2,’
and gpt2-base-chinese from CKIP Lab.* Using mul-
tiple models allowed us to not only compare the re-
sults but also mitigate the impact of the pretraining data:
some models might have "seen" Mo Yan’s writings dur-
ing pretraining, for example, which could lead to lower
perplexity for Mo Yan’s tokens. Given that GPT tok-
enizes Chinese by individual characters, we sampled
500-character sequences from all four classes. The
sampling process involved random selection of 3,000
sequences from each class to ensure the unbiased rep-
resentation of texts.

The results (Figure 1) show that Maospeak features

2Wenzhong 2.0, 3.5B parameters, pre-trained on the
300GB version of the Wudao Corpus which includes mostly
internet-based content (Zhang et al., 2022).

3Chinese GPT2-xlarge, 1.5B parameters, pre-trained on
the 14GB CLUECorpusSmall corpus which includes news,
Wikipedia, and social media content (Zhao et al., 2023).

*CKIP GPT2 base-chinese, 102M parameters, pre-
trained on traditional Chinese data including Wikipedia and
the CNA (Central News Agency) corpus. We have used the
Python package OpenCC for simplified-traditional conversion.
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Figure 1: Average per-token perplexity across different GPT models.

a much lower perplexity than the other three classes, in-
dicating a higher level of conformity with the language
models’ training data. By contrast, Eileen Chang’s writ-
ings exhibit a very high per-token perplexity in all three
models, reflecting more unexpected and creative word
choices. The relatively high perplexity, and thus un-
predictability, of Mo Yan’s writing raises a question to
consider for his critics, whereas the low perplexity of
Maospeak hints at an important aspect of engineered
languages (Ji, 2003), which promote the use of stock
phrases and discourage creative usage of words (coin-
ing new metaphors, using rare vocabulary, unconven-
tional syntax, etc). From this perspective, Maospeak
resembles "machine text" rather than "human text," a
distinction elaborated by Holtzman et al. (2019) in their
work on neural text degeneration.

2.3 Systematicity

Another stylometric feature that differentiates texts
from different authors is systematicity. Our hypothe-
sis is that an author characterized by a high degree of
systematicity would manifest a consistent overarching
idea across all of their works. Essentially, each piece of
a highly systematic writing can be viewed as a "micro-
cosm" reflecting the broader semantic "macrocosm,"
even though individual texts may employ varied vocab-
ulary.

One possible approach to measuring systematicity is
to compute the average divergence between the over-
all ("global") vocabulary distribution across all texts
produced by a given author and the ("local") vocabu-
lary distribution in each of their specific writings. This
methodology shares similarities with authorship attri-
bution techniques such as z-scores of function words
understood as an author-specific signal (Evert et al.,
2017) which can be compared with a text-specific distri-
bution through distance measures. However, our goal
here is not to identify the real author among many pos-
sible ones, but to measure the particular author’s the-
matic coherence.

The Kullback-Leibler (KL) divergence between the
two probability distributions P and @ is given by the

formula:
) (2)

Da(P | Q) =Y P(i) - los ( PG)

Qi)
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For discrete probability distributions P and @), the KL
divergence quantifies the amount of information lost
when () is used to approximate P. In other words, if
an event is likely under P but unlikely under @, the
P(i
a0
the overall KL divergence.

To calculate the KL divergence for our datasets, we
randomly sampled 3,000 segments from each of the
four classes, with each segment containing 500 words.
Here, P represents the local distribution of words in
a specific segment, while @ is the global distribution
of words across the entire corpus corresponding to
the given class, including the unsampled fragments.
For each class, the global and local vocabularies are
uniquely determined within that class, i.e., there is no
one shared vocabulary built at the outset.

term log ( ) is large, contributing significantly to

Average KL Divergence across Different Vocabulary Sizes

35] —e— Maospeak R
—e— Contemporary _—
o Mo Yan W
Eileen Chang /’
25

Average KL Divergence

9 N O
) O O
LS

%

&

%

Vocabulary Size

Figure 2: Average KL divergence across different vo-
cabulary sizes; scale modified.

A few preliminary results encouraged us to conduct
a series of tests and observe how the KL divergence
changes as a function of vocabulary size. Surprisingly,
Maospeak features the highest divergence for relatively
small vocabulary sizes, which clearly separates it from
the other three classes. This superiority diminishes,
however, as we increase the vocabulary size (Figure 2).
We confirmed the same results for segments of other
lengths (100 and 1,000 words). A possible explanation
of this behavior is as follows: when the average KL
divergence continues to grow with the increasing vo-
cabulary for the other three corpora (Mo Yan, Eileen



Chang, and the Contemporary corpus), it suggests that
those texts feature a wide and diverse range of topics
and themes. Each increase in vocabulary size contin-
ues to uncover more disparity between local and global
distributions, which could potentially signify that these
corpora are rich in specialized terminology or have a di-
verse set of topics or themes covered within them, and
that less-frequent terms are distributed less uniformly
across the 500-word segments.

By contrast, when the growth of divergence slows
down with increasing vocabulary size, it may imply
that the given corpus is more homogeneous and that
most of the diversity or variability in word usage is cap-
tured at a smaller vocabulary size. Beyond a certain
point, increasing the corpus-specific vocabulary size
does not contribute significantly to revealing new dis-
parities between local and global distributions. This
suggests that the content of the Maospeak corpus is
more focused and limited to a few main themes or
topics, less-frequent terms being distributed more uni-
formly. At higher vocabulary sizes, Mao-style prose
embodies the famous adage that "one sentence equals
thousands of sentences" (— 8] T — J7 AJ). The more
we read Mao, the less we need to read Mao, since the
amplitude of divergence is relatively small, whereas in
the realm of literature every novel creates a new unex-
pected world. This last point holds as true for Mo Yan
as for any other contemporary Chinese writer.

The above results suggest that it is not enough to
compare the global-local divergence at a single vocabu-
lary size. Eileen Chang, for example, exhibits the low-
est divergence for middle-range vocabulary among all
four classes, suggesting the relative coherence and in-
ternal similarity of her works, but her sentences and
phrases become less alike once we take a larger vocab-
ulary into account. In this sense, systematicity is an
author-specific function of vocabulary size.

2.4 Characteristic words

Yet another method of measuring explainable differ-
ences in literary styles is to classify texts based on the
presence or absence of characteristic words and expres-
sions. TF-IDF, short for Term Frequency-Inverse Doc-
ument Frequency, is a numerical statistic that reflects
how important a word is to a document in a corpus. It
is defined as follows:

TF-IDF(¢,d, D) = TF(¢,d) - IDF(¢t, D) 3)
Where:

e tis aterm (or word)

* dis a document containing the term

* D is the corpus or collection of documents

The Term Frequency (TF) is calculated as:

Count of term ¢ in d

TF(t, d) = “)

Total terms in d
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Figure 3: Confusion matrix for the Random Forest clas-
sifier with 300 TF-IDF features. Values have been nor-
malized over the predicted conditions (columns).

The Inverse Document Frequency (IDF) is calculated

as:
) o

In other words, if a term ¢ is frequent locally (4) and
rare globally (5), its TF-IDF in the given document will
be large. By utilizing TF-IDF, we emphasize words
that are unique to a particular document while giving
less weight to words that are common throughout the
entire corpus. Training an explainable classifier, like a
Decision Tree or Logistic Regression model, on such
terms, enables the identification of features that most
strongly indicate a particular style. In contrast to the
two previous experiments, the features discovered in
this way are relational and thus do not tell us anything
about the particular literary style "as such," providing
instead a way to distinguish different styles from each
other.

The dataset in this experiment was built by divid-
ing the four corpora into 500-word segments and then
sampling 3,000 segments from each of them without re-
placement. In cases where fewer segments were avail-
able, we did not oversample. For example, given the
smaller size of Eileen Chang’s corpus, only 1,502 seg-
ments were obtained. All of the sampled fragments
were put together and split into training (80%) and test
sets (20%). We then trained a Random Forest classi-
fier with 100 trees (estimators), each with a maximum
depth of 15, the 300 words with the highest TF-IDF
values obtained from the training data serving as our
feature set. TF-IDF values were computed using the
TfidfVectorizer from scikit-learn. We achieved
91.5% accuracy on the test set (2,092 examples), sug-
gesting a relatively high degree of reliability in distin-
guishing different forms of writing, in particular those
of Mao Zedong and Eileen Chang (Figure 3).

To gain deeper insights into which words are most
indicative of a particular literary style, SHAP (SHap-

Total docs in D

IDF(¢, D) =1 Y
(t, D) = log (Docs with term ¢



ley Additive exPlanations) values have been computed
post-training. SHAP values allow for the measurement
of the impact (the average marginal contribution) that
each feature (in this case, a word) has on the model’s
output (Mosca et al., 2022). For example, the computed
SHAP values can reveal which words have the most in-
fluence in classifying a text as coming from the Mao
Zedong corpus, essentially pointing out the vocabulary
that distinguishes Maospeak from other styles.
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Figure 4: SHAP Values for class "Mao" in the Random
Forest classifier, 200 test samples.

As shown in Figure 4, the computed SHAP val-
ues locate the main difference between Maospeak and
the world of literature in the point-of-view markers:
whereas literary texts are characterized by pronouns
("he" fth, "she" #fl, "you" fK) and grammatical particles
("-ing" %, "-ed" T), which ground narratives in the ac-
tions and thoughts of individual characters, Mao-style
prose "speaks" on behalf of the first-person plural "we"
(FA'T) and gathers depersonalized, political terms such
as "the People" (A [R), "China" (F7[E), or "struggle"
). Crucially, what the SHAP values demonstrate
is that literary style is not only defined by the features
present in a text but also by those that are absent, as
shown by the blue dots which contributed (when ab-
sent, i.e., when bringing the TF value to zero or close
to zero) to the model’s final predictions. In this sense, it
is the lack of point-of-view markers that characterizes
Maospeak and the lack of political terms that character-
izes contemporary prose. The role of absence within
authorial signal is often overlooked by stylometric in-
terpretations focusing solely on what is visible in the
text, rather than what is not.

3 Conclusion

In this paper, we have analyzed three different as-
pects of Mao-style prose: perplexity, systematicity, and
words with the highest TF-IDF values. The results of
these experiments demonstrate some of the important
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features of Maospeak, an engineered language which
reinforces the ideological tenets of Maoism through its
formal characteristics. The conducted experiments also
offer partial evidence to question the alleged Maoist in-
fluences on Mo Yan. While his violent literary style
reflects China’s revolutionary experience, it is hardly
comparable to the redundant Party parlance.

While our analysis pertains chiefly to Maoism, we
believe that our findings will be applicable also to more
recent contexts, in China and beyond (Barmé, 2012).
In particular, evaluations of next-token perplexity and
KL divergence underscore the pivotal role of original-
ity and subjectivity in language use. From this perspec-
tive, fiction reading and humanistic education become
especially important. Reading widely and increasing
one’s exposure to various language data counters the
influences of ideologies on our linguistically mediated
perceptions of the world and increases the perplexity of
our imaginations.

Limitations

Measurements of next-token perplexity are constrained
by the availability of advanced hardware, the accessi-
bility of large language models, the types of these mod-
els, and the amount and types of data that these mod-
els have been pre-trained on. In particular, tokeniza-
tion proved a crucial consideration behind our choice
of GPT models. In contrast to character-level tokeniza-
tion used by Chinese versions of GPT, other tokeniz-
ers such as SentencePiece, used by generative mod-
els CPM (Zhang et al., 2020) and Chinese LLaMA (Cui
et al., 2023), treats certain multi-character words (£I:
2 "society" or ¥ A "capital," e.g.) as single tokens,
some of which are more prevalent in Mao’s corpus com-
pared to other corpora like that of Eileen Chang. In
our tests, such discrepancies impacted measurements
of perplexity, as the multi-character words are on aver-
age much less likely (i.e., they score lower probabili-
ties) and thus increase the overall perplexity. Although
the character-level tokenization of GPT models avoids
this bias, treating each Chinese character individually
and thereby providing a more uniform analysis across
different writing styles and corpora, our choice of the
pre-trained GPT models had a direct impact on the final
results. Further analysis is needed to compare different
models, tokenizers, and training data.
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Efficient and reliable utilization of automated data collection
applied to news on climate change
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1 Abstract

2 Automated data collection provides
3 tempting opportunities for social sciences
4 and humanities studies. Abundant data
5 accumulating in various digital archives
6 allows more comprehensive, timely and
7 cost-efficient ways of harvesting and
8 processing information. While easing or
9 even removing some of the key problems,
10 such as laborious and time-consuming data
1 collection and potential errors and biases
12 related to subjective coding of materials
13 and distortions caused by focus on small
14 samples, automated methods also bring in
15 new risks such as poor understanding of
16 contexts of the data or non-recognition of
17 underlying systematic errors or missing
18 information. Results from testing different
19 methods to collect data describing
20 newspaper coverage of climate change in
21 Finland emphasize that fully relying on
22 automatable tools such as media scrapers
23 has its limitations and can provide
24 comprehensive but incomplete document
25 acquisition for research. Many of these
26 limitations can, however, be addressed and
27 not all of them rely on manual control.

22 1 Introduction

20 Despite the digital era's advancements, manual data
s0 collection continues to dominate humanities and
a1 social science studies, notably in media studies
22 where the significance of digital communication is
a3 ever-increasing (Shearer and Mitchell 2021). Most
s« print newspapers publish also online versions of
35 their news content, and these online versions have
36 exhibited modest variations in content compared to
s7 their print counterparts (Hoffman 2006; Mensing
s and Greer 2013; Hagar and Diakopoulos 2019).
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The growth of online data has spurred the
development of various automated data collection
tools, such as media scrapers and public APIs,
enhancing accessibility to vast datasets (Sirisuriya
2015; Aitamurto and Lewis 2013). However, the
ease of collecting big data has potentially
overshadowed inherent biases and errors, leading
to availability bias and other types of bias affecting
dataset representativeness (Mahrt and Scharkow
2013; Grimmer et al. 2022).

While web scraping is often viewed as a
technical phenomenon, there is a growing
discourse on the “softer issues” surrounding it,
including ethical and legal considerations (Murray
State University et al. 2020; Khder 2021; Zimmer
2010; Bruns 2019). The field is evolving,
especially as platforms like Meta and Twitter have
restricted data access.

Research on automated data collection has
proliferated since the turn of the millennium,
focusing largely on social media content
(Scharkow 2013; Venturini and Rogers 2019).
However, less attention has been given to utilizing
automated methods for newspapers, with warnings
about the trade-offs between automation and
reliability (Deacon 2007; Mahrt and Scharkow
2013; Wijfjes 2017).

Media content analysis has traditionally
involved small samples and qualitative approaches
due to labor-intensive collection and coding. The
shift towards automated research methods is
motivated by the potential for larger sample sizes,
despite reliability trade-offs (Broersma and
Harbers 2018; De Grove et al. 2020; Wijfjes 2017,
Blatchford 2020). Challenges and caveats related
to computational methods, including supervised
machine learning, have been discussed,
emphasizing the need for caution in overestimating
the benefits of automation (De Grove et al. 2020).
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Figure 1: Evolution of data usage for media
studies. The figure expresses data sources and
usages of different media.

Media studies often lean towards manual or semi-
automated collection methods, with less emphasis
on fully-automated tools or “theory-driven online
scraping” (Lodhia 2010; Khder 2021).

In Figure 1, we summarize the evolution of data
usage and data collection methods and issues
related to the reliability of data archiving from
platform to platform. The aim of this article is to
critically examine the pros and cons of different
data collection methods and the crossing from
manual and semi-automated data collection to fully
automated practices. It is based on a case study
focusing on newspaper data on climate change,
showing the development of climate change news
from 1990 up to December 2020.

2 Methods and materials

Our focus is on the news coverage of climate
change in the Finnish newspaper Helsingin
Sanomat (HS), given its high societal relevance,
interdisciplinary character, and extensive previous
studies on its climate coverage (Suhonen 1994,
Lyytiméki 2011, Kumpu 2016, Terdviinen et al.
2011, Yla-Anttila et al. 2018, Boykoff et al. 2019,
Lyytimdki 2020). HS, the most widely circulated
newspaper in the Nordic countries, has been a key
source for monitoring media coverage of climate
change in 58 countries and is a common subject in
digital humanities and media studies (Boykoff et al.
2022).

The manual data (MD) for comparison
comprises 14,750 news stories headlines retrieved
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from HS’s online archive, spanning from January
Ist, 1990, to December 31st, 2020. These stories,
collected into a spreadsheet, were identified using
specific climate-related queries (search screening
full texts and using Finnish search terms for climate
change, warming of climate and greenhouse effect)
and included even those items mentioning climate
issues tangentially (Lyytimdki 2011, 2015,
Lyytimaki et al. 2020). Duplicates and irrelevant
hits were removed based on manual inspection.
Various factors, such as changes in the newspaper
structure and search engine properties, influenced
the data's format and content, with different
information available across years and some data,
like cartoons and advertisements, excluded.

Automated data were obtained using two
different scrapers utilizing the Sanoma API. The
first scraper (S1) mimicked the manual approach,
collecting data in batches of 50 articles, mimicking
the batch size of articles the manual online search
provides after each click of the “show more”
button, from oldest to newest, including full texts
where possible, using the newspaper3k Python
package. The second scraper (S2), based on the
Finnish Media Scrapers project (Mikeld and
Toivanen 2021), performed 93 queries to the API,
breaking down the search period into weekly
segments and yearly intervals for each query term.
As the manual dataset consisted only of headlines,
publication dates and the article urls, the scrapers
were set to collect only those data.

Both scraped datasets underwent cleaning to
remove exact duplicates and ensure uniform
formatting. The final comparison between manual
and scraped datasets involved further cleaning and
unifying data formats, focusing on the months the
articles were published.

It is crucial to recognize that while MD, S1, and
S2 all access the same news archive, the
methodologies employed by each distinctly shape
the dataset's composition. This underlines the
significance of the data collection process itself, as
it inherently filters and frames the information
extracted from the archive. Therefore, any
disparities in the collected data are attributed to the
differences in collection methods and the inherent
biases each method may introduce, rather than
variations in the source material except in the cases
when changes had been made to the archive’s
content or categorization in the times between the
manual and scraped data collection.



While we acknowledge that inherent differences 190 duplicates. Representing both retrieval and
162 in the approaches of MD, S1, and S2 methods may 191 resource bias (Grimmer et al., 2022), the reason for
163 lead to wvariations in the collected data, the 192 the scraper collecting fewer articles than the other
164 comparison aims to highlight the nuances and 1: two is that the scraper ran into problems with either

161

165 potential biases each method introduces. The
166 objective is to understand the trade-offs between
167 manual and automated data collection, aiming to
168 highlight the nuanced insights each approach offers
160 and the unique biases they may introduce to the
170 research on newspaper articles.
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195 Messages, or articles consisting of dynamic content
106 that prevented scraping the full texts of the articles.
197 After correcting this and limiting the results to
108 article headlines only, S2 resulted in an almost
190 identical result as the first scraper with only one
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Figure 2: Articles on climate change published on Helsingin Sanomat 2000 — 2021 collected from online
archive. The figure shows clear peaks in the frequency of climate change coverage but also highlights

differences between the datasets.

3 Results

172 Compared to the manual dataset (MD) of 14750
173 news articles, neither of the datasets collected via
172 the automated scrapers gave the exact same result.
175 Also, different scraping techniques resulted in
176 different amounts of articles. ~

The S1 scraper queries resulted in 8227 stories
17 on climate change, 7441 stories on greenhouse and
179 1576 on climate warming. After removing
10 duplicates there were 14669 news articles
11 published between January 3rd 1990 and
1.2 December 31st 2020. The first article of the dataset
183 details record heat in England and the last headline
18« of the dataset declares that the year 2020 was the
185 warmest year on record in Finland.

Initially, the S2 scraper provided the least
157 amount of results: 7970 stories on climate change,
1ss 7437 on greenhouse and 1575 on climate warming
180 with a total of 14553 articles after removing

177

186

200 article more, on climate change, than S1. From here
201 on, we will discuss only the S1 dataset.

202 The full manual dataset of 14750 articles had 81
203 articles more than the 14669 of S1 (See Fig 1).
20« While the difference between the datasets is only
205 half a per cent in total numbers, the differences
206 become more apparent when comparing certain
207 peaks in the data: In November 2000 S1 dataset
20s showed 69 published articles and MD 88 articles.
200 Other similar peaks include February 2007 (S1:
210 106, MD: 146) and February 2008 (S1: 109, MD:
211 156). From 2011 to 2018, the S1 seems to take over
212 and contain more results. The largest peaks of S1
213 align with the December 2015 Paris Accord when
214 S1 displayed 121 results and MD only 85. From
215 2018 to the beginning of 2020, MD displays more
216 Tesults on average and after that S1 again until the
217 end of the year 2020.

2 On closer inspection, including a detailed
219 manual review of the discrepancies, focusing on

&



220 the type and content of articles that differ between 27 beginning of the datasets’ time period may have
221 the datasets, the articles causing the differences are 27: both the print version and the online version of the
222 mainly smaller commentaries, opinion pieces or 27« article available online with individual hyperlinks
editorials, and on a smaller scale, television or 2rs with minor variations in the online headline. In
224 radio programming details. For December 2007 276 some cases, the same article was published twice
225 MD has 156 articles and S1 had 109 articles. The 277 within the same month with a different hyperlink.
differences appear to come from more opinion 27z Also, the same or very similar headlines may lead
27 piece articles included in the manual dataset 275 to a “full” and an “abridged” version of the story. A
compared to the scraped set. While some opinion 2:0 combination of filtering by unique hyperlinks and
220 pieces and editorials were included in the scraped 2s1 headlines with the possible addition of publication
230 set, MD included numerous relevant ones such as a 25> month and content comparison may be a more
231 small comment piece titled “Vuoden viherpesu” 2s: accurate, though more cumbersome, approach.

232 (“Green Wash Of The Year”).

233 In the opposite case of December 2015, the 2 4 Discussion

234 surplus of articles in the scraped dataset is mainly
the result of several different editions of the same
story published on two different sections of the site 2ss ~ Updates in search engines and content and
237 such as  “ulkomaat” (“foreign”) and “ilta” »s categorizations of the database may distort search
2se (“evening”). In addition, some opinion pieces were zss results updating old data. It is also possible that
239 included in the scraped set that were not present in 230 some items related to climate issues are missing
240 the manual set. 200 from the sample because of the limited set of
221 When calculating the percentage of matching 21 keywords. Therefore, it is vital to conduct test
222 articles between the datasets, using their unique 292 searches to ensure that the right balance is found
identifiers, the article headlines and urls, the 203 between exclusion and inclusion. This, in turn,
224 datasets were only 84,2 % identical. The 20 requires expertise on the qualities of the issues
2s5 differences can be mostly explained by differences 205 under scrutiny. For example, coverage of
in coding the articles in the manual set and the 205 biodiversity loss and “the polycrisis” may overlap
automatically retrieved headlines from the online 257 with climate change coverage.

archive which in turn may also change over time 2. ~ While manual data collection can offer a
especially if the articles were subjected to A/B 209 relevancy filter of sorts already during the
250 testing, usually changing the articles’ headlines to s collecting process, it is slow as all the details of the
optimize online readership, during or after the data 01 articles have to be manually copied and pasted or
collecting. It should be pointed out that in February s0> written in the data set document. The manual
253 2023 an editor of Helsingin Sanomat admitted to =0: collecting process raises also issues with
modifying headlines of their online and print s« repeatability and handling errors in the original
255 versions differently and an editor of the evening :os tasks found out later during the process. Especially
tabloid Iltalehti stated that negative headlines work 06 with vast datasets, noticing an error after the data
257 better as they interest people more (Sillanméki, 07 has been collected, it may not be possible to repeat
258 2023). s0s the process afterwards due to limited human
250 These kinds of discrepancies should, however, 00 resources. The speed of automated data collection
260 be also accounted for when assessing different 10 depends mainly on the processing power attributed
261 ways of obtaining data. A more reliable way to 11 to the scraper and the amounts of articles published
262 compare articles would be to use the articles’ sz during the period in question. For example,
263 hyperlinks that are not likely to change over time. 31 scraping article headlines for the search query
26« Considering a stricter approach to removing 14 “climate change” can take anything between a few
265 duplicates, some articles were indeed almost 315 seconds to a few minutes. For manual collection,
identical to each other when it comes to the s the time spent can be considerably longer (Lauer et
267 headline and even the article content despite having 317 al. 2018), often beyond the resources available.
different hyperlinks. Removing duplicates based 315 Although automated scraping significantly
solely on the title or solely on the hyperlink may :1s enhances cost-efficiency and data breadth, it is not
still leave different versions of the article in the s20 without trade-offs. For instance, automated
271 datasets as some archived articles from the :21 methods may inadvertently capture irrelevant data,
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a23 both labor-intensive and prone to oversight. This s7s
s24 underscores the importance of a balanced approach 376
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that weighs the speed and scope of automation
against the precision and context sensitivity of
manual data collection..

The automated method also offers the possibility
to collect much larger datasets much quicker and
therefore the possibility of more comprehensive
scopes for studies even if the data would have to be
filtered down later. Manual collection can also
suffer from a lack of timeliness as collecting the
data can be too slow to produce data fast enough
for topical analysis on quickly evolving topics.
Apart from the comparable slowness, additional
human errors and biases can be coped with via
well-established ways such as intercoder reliability
tests.

Relying on automated methods may easily lead
to omissions in reliability testing as data collected
automatically can be assumed to have been
collected “objectively”. In order to find the most
reliable solution, testing between different
automated methods and comparing results to
similarly produced manual samples would be one
way to address this issue, albeit time-consuming.
The need for such testing increases with the gaps
between data collection sessions as changes in
APIs may result in different search results.

. Especially with larger datasets consisting of
thousands or millions of data points, systematic
errors, that might have been caught more easily by
human eyes, may go unnoticed by the researcher
relying on automated data collection. Therefore,
testing the methodology via smaller test runs is
encouraged. While a scraper can perform perfectly
fine for 90 per cent of the news articles, the
remaining ten per cent may cause issues for the
whole dataset. For example, a single misplaced
comma or a semicolon scraped in the scraped data
may mess up the following rows and columns.
Additionally, especially on archived content, the
scraper may hit a wall due to bad or obsolete
programming. Such issues arise most often when
scraping for full articles as each news story is a
page of its own for the scraper to run into error-
inducing content which at best may lead to empty
content cells in the dataset. For these reasons, error
handling is very important in the scraping process.

Causes for such systemic errors can also change
over time. For example, changes in the newspaper
website infrastructure such as adding CAPTCHA,
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a program that checks whether the user is human or
a machine, and other anti-scraper measures will
affect the results and possibly prevent for example
collecting full texts of articles especially if the
articles themselves are behind a paywall.
Additionally, the introduction of the so-called
“dynamic articles” that feature semi-interactive
and interactive elements that reveal text as the
reader scrolls down the article, also affects
collecting the full texts of the articles, as they often
require more sophisticated scraping techniques,
frequently requiring site-specific programming.
Such dynamic articles may be challenging for
manual data collection as well.

Finally, there are possible issues with
timestamping the data. As the data is for the exact
times when the articles were published and
modified are available via scraping, there is a need
to normalize the ordering of the data in the dataset
whether it be by year, month, day or by minute.
Whereas in  fast-paced  social = media
communication it may be important to know the
publishing time by the second, in online news
media analysis the timestamping may not need to
be as detailed. The article can also be modified or
republished after its original publication which
may lead to the article being misplaced in the
dataset depending on which variable one uses to
sort articles by — for example “time published” or
“time modified”. Though an issue of potentially
limited relevance, should an article be updated for
instance at the change of a month, it may be
duplicated in a collection of datasets updated
monthly. Additionally, the order of the articles may
be relevant for consequential articles covering
short-lived, fast-paced events.

4.2 Common challenges

There are also several common challenges for
both manual and automated data collection.
Changes in visual design and composition of the
sections of the newspaper may have an influence
on the number, length, and presentation style of
news items. For example, during the study period,
the composition of the printed version of HS was
renewed several times, including a major change
from broadsheet to tabloid on 8 January 2013.
(Sanoma 2012). The data itself may not be
complete as the provider may have altered the
archive over the years. These kinds of archive
alterations may not have had any nefarious
intentions behind them as they may have been part



of restructuring the archive for better accessibility
or functionality and may be limited to actions such
as removing duplicates or recategorizing content.
In some cases in the HS dataset, duplicate versions
of articles were found even with a different
hyperlink as they represented different versions
such as online and print versions of the same article
with only minimal changes.

Proper (automated) comparison of the manual
and scraped datasets require some unification and
cleaning for the data. As the manual collecting
process for large datasets often includes more than
one researcher and may stretch to long periods of
time, differences in recording the data are bound to
a30 be more frequent compared to automated scrapers
that perform the task without variations. Omitted
details can for example be added to the manual
datasets using even the same automated tools used
for scraping. It should be noted that each
comparison case is different, and the methods and
as5 tools required to address such issues should be
assessed by case and by data type.

The transformation of news media from static
text to dynamic, multimedia narratives presents
both opportunities and challenges for data
collection. Visual elements like photographs,
infographics, and videos are integral to modern
storytelling and can significantly influence
audience perception. However, these non-textual
elements are often not captured by traditional
scraping techniques, highlighting a gap in our
methodology that future studies will need to bridge
to fully understand media impact.. Additionally, in
recent years we have seen an uptick in different
kinds of more complex news content such as the
aforementioned dynamic news articles, and
interactive news articles with sliders, polls and
calculators, both providing valuable journalistic
content and even significant amounts of text data to
s64 the reader but more complex to include as part of a
text-based study. Embedded content may also
w6 prove to be difficult to access in the future,
especially if it is included content that has since
been deleted from the source. Deleted Tweets from
Twitter/X, for example, are not accessible via those
news articles that have embedded them in the
middle of the news text after the deletion. Even
a2 though the contents of such Tweets would have
273 been written out within the news text, they often are
a74 not verbatim and, if not in the native language of
a75 the publication, are translated.
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These issues reflect the overall evolution of a
a7 news article and the structural changes of news
over time. Are both a long-form written piece and
a news item including infographics and info boxes
considered individual news stories? What about
stories that are ever-changing or constantly updated
such as articles following the global carbon budget
diminishing every minute or articles related to the
COVID-19 pandemic with daily updates on
infections and victims? One way to individualize
an article could be based on the article’s hyperlink.
Then, if the article is changed, the hyperlink stays
ass the same. This, however, does not take into account
as0 the potential changes in the message the article
conveys to the reader. An article’s headline can
change several times during the day of the
292 publication due to click optimization, A-B testing,
and localization to name a few reasons (Hagar and
a04 Diakopoulos 2019). The “original” headline could
295 be said to be the one appearing on the paper version
of the newspaper but then articles without a printed
counterpart would have to be omitted.

It is therefore paramount for the transparency
and reproducibility of the data that a timestamp of
the data collection is included also in the dataset.
so1 As changes and corrections in the text are often
so2 highlighted in the articles in question after the fact,
s0s the timestamp, while not covering the change, can
at least indicate whether the article was included in
sos the dataset before or after the alteration.

The issue with the changing headlines is a recent
one but an important one. While we do not focus
on the messaging and framings in the headline in
s00 this article, the changes made to headlines that
appear to the readers in different forms over
different times, devices and platforms is an
important topic for media studies and would have
s13 to involve tools closely monitoring such changes.
s12 A similar approach could and should be applied to
s15 the changes in the content of the articles. In fact,
s16 there are some instances that already collect and
s17 publish changes in headlines and content of news
s1s publications online.!

476

490

491

493

496

497

504

519

520 4.3  Editorial decisions and the evolution of
the language used

The caveats for any use of automated online
search functions of newspapers include the
s24 possibility that there may be articles omitted from
s25 the dataset that could be argued to be categorized

s26 as related to a topic such as “climate change” but
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for some reason have not been included. These
omissions could, however, be argued to represent
in a rather transparent way the views of the news
outlets. If an article is not included in the search
results, whether on purpose or not, the media
outlets communicate to their readers that the article
in question is in fact not relevant in that context.
sss The lack of categorization of the “missing articles”
s35 may, of course, have other, “human” reasons, too.
s3 The time and resource constraints at the media
organization may play a role, as well as potentially
the expertise dealing with the categorization,
especially if done manually, may lead to the
omission of some articles appearing relevant to
climate scientists but perhaps not to the media in
question. The primary category attached to the
article may also be a factor, as several crises such
as food shortages may in fact have to do with
climate change but are not categorized primarily as
such.

The historical topic relevancy is also a factor,
and search strategies should allow comparisons
sa9 between different times and places. Climate change
sso provides an example of a global issue with shared
ss1 key terminology across different contexts, but
languages differ in their emphasis as exemplified
ss3 by the lack of use of the term “global warming” in
ss« Finnish debate. The language used to describe
climate change has evolved considerably over the
years, which is apparent in the data as we look at
ss7 the yearly datasets by the scraper search queries: in
1990 there were 18 articles categorized as “climate
change”, 16 articles as “climate warming”, and 295
articles on “greenhouse*”, respectively, while in
se1 2020 the respective figures were 1052, 82, and 288.
ss2 Not only did the amount of the articles increase but
also the shift to using the term “climate change”
(“ilmastonmuutos”) instead of “greenhouse effect”
(“kasvihuoneilmi®”) is apparent. By sheer quantity,
ses the switch seems to have happened between 2006
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s7o term climate change and labelled under energy
ss0 policy rather than climate policy. The same
retrieval bias applies to the concept of “emissions”
as relevant stories may include references to
emission targets but not climate change
specifically. Furthermore, the apparent easiness of
using such digital databases may tempt
simplification in framing a complex topic such as
climate change and prompt conclusions omitting
sss the context. Similar simplification has been found
for example in the coverage of Africa (Madrid-
Morales 2020).

All in all, the Finnish newspaper archiving
system does offer a wide array of opportunities for
research: Historical newspapers are
comprehensively digitalized with public and free
access as their copyrights have already expired.
ses While there are no comprehensive digital archives
for more recent media coverage, the consolidation
of media companies has led to archives combining
materials from some previously independent
newspapers. In these cases, the availability of
copyrighted materials depends on the right owner.
Access to such easy-to-use digital archives may
also limit the usage of a certain database over
another. HS not only provides the digital archive
from 1990 onwards but also an archive of digital
s0s Teplicas of their newspapers from 1889 to 1997 in
s PDF format. Full texts are made available for
subscribers. The PDF archive is, however, not as
easy to analyze via automation and machine
learning and would require for example tools
related to computer vision.

Finally, compared to research on print editions
or their virtual counterparts such as PDF copies,
online news archives are unable to provide
information on the visibility given to the article on
s16 the day of publication. Though the front page of the
s17 print edition and the main stories on the web page
s1s do frequently differ, online news archives only tell
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and 2007, which coincides with the publication of s1s when the story was been published with possible

ses the influential Stern Review on the Economics of e20 additions of its categorization and type.
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Climate Change (Stern 2007) released in October
2006.

Additionally, even if the news story on climate
change has been categorized by a news outlet in the
category “climate change”, the article may still be
omitted from search results with the search query
“climate change” for some other reason unknown
s76 to the public. For example, recent climate coverage
in Finland often deals with carbon sinks of the
s7s Finnish forestry not necessarily mentioning the
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e21 5 Conclusion

22 Our findings reveal the impracticality of an
s2s exhaustive data collection strategy, challenging the
2« notion  that  completeness  equates  to
s2s comprehensiveness.  Instead, our research
s26 underscores the need for strategic sampling, where
s27 the focus is on capturing a representative swath of
s2s articles that collectively provide insight into the
s20 evolution and nuances of issues such as climate
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change coverage. Whether collected via automated
scrapers or manual methods, it is very likely that all
the news articles published will not be included in
the dataset. There is a risk of complete lack and
omissions of data for poorly deposited early years
and risks related to diversifying presentation
formats for recent years. Significant caveats should
67 be  addressed remaining caveats always
communicated effectively.

In order to avoid the research methodology
s20 becoming a black box, we advocate for meticulous
documentation of data collection processes. This
includes detailing the algorithms, API settings, and
decision-making criteria employed during data
scraping. Such transparency not only enhances the
reproducibility of research but also allows for a
critical evaluation of the methodologies used,
promoting trust and verifiability in the findings.
This is not limited to only including timestamps for
s20 the collecting periods but also the selected
settings/features/attributes of the APIs and other
relevant scraper features used. Typically, there is a
routine expectation for transparency regarding the
process of subjective data collection, especially in
65« human-based methods. However, this level of
scrutiny is often overlooked when it comes to
automated methods.

On the other hand, this responsibility could be
shifted or partially shared if the data are not
collected by the authors themselves but are
provided by an external entity such as a company
specialized in media analysis and scraping or even
the news outlet itself. In the latter case, one then has
to trust the outlet that they provide all the news
stories on the topic they deem relevant.
Additionally, in both the former and latter cases,
the data collection becomes a true black box as
reproducing the data collection is not possible
sz based on solely the research article.

While our study concentrates on the frequency
of climate change articles, we acknowledge that
e71 this is a mere slice of the narrative. The visibility
and prominence given to these articles — such as
73 front-page placement or feature positions on
e74 websites — play a crucial role in shaping public
e75 discourse. Future research could enrich our
76 understanding by incorporating these dimensions,
77 potentially utilizing sophisticated tools to analyze
o7s digital replicas and virtual formats for a more
e79 holistic picture of media influence.

Finally, we highlight the importance of securing
ss1 public non-commercial databases collecting and
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ss2 storing media data. As media conglomerates and
s social  media  companies apply  stricter
ssa commercially based data policies, such public
ss5 databases become increasingly important both for
sss manual and automated approaches.
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Abstract

This research addresses Natural Language Pro-
cessing (NLP) tokenization challenges for tran-
sitional Chinese, which lacks adequate digi-
tal resources. The project used a collection
of articles from the Shenbao, a newspaper
from this period, as their study base. They
designed models tailored to transitional Chi-
nese, with goals like historical information ex-
traction, large-scale textual analysis, and cre-
ating new datasets for computational linguists.
The team manually tokenized historical arti-
cles to understand the language’s linguistic pat-
terns, syntactic structures, and lexical varia-
tions. They developed a custom model tailored
to their dataset after evaluating various word
segmentation tools. They also studied the im-
pact of using pre-trained language models on
historical data. The results showed that using
language models aligned with the source lan-
guages resulted in superior performance. They
assert that transitional Chinese they are pro-
cessing is more related to ancient Chinese than
contemporary Chinese, necessitating the train-
ing of language models specifically on their
data. The study’s outcome is a model that
achieves a performance of over 83% and an
F-score that is 35% higher than using exist-
ing tokenization tools, signifying a substantial
improvement. The availability of this new an-
notated dataset paves the way for refining the
model’s performance in processing this type of
data.

Introduction

Previous studies of the Chinese language based
on NLP methods have focused on either modern
Chinese — today’s Chinese for which there exists
a wealth of digital resources such as Wikipedia,
Baidu, etc. — or on classical or ancient Chinese
based mostly on collections of literary, religious, or
medical texts. In this paper, we address the issue of
word segmentation for the Chinese language that

92

emerged and developed between the end of the 19th
century and the early 1950s. We shall label this
language “transitional Chinese”.

Despite the huge amount of publications that ap-
peared in China during that century in the form
of newspapers, periodicals, encyclopaedias, books,
reports, etc., almost no work has been done to ad-
dress the challenges that transitional Chinese raises
for the implementation of NLP methodologies. The
major reason is the absence of available digital re-
sources. Although the major libraries and private
companies in China have digitized a great number
of newspapers or periodicals, the access to the dig-
ital versions, when they exist, has been limited to
a web interface, most of the time with severe re-
strictions on downloading the text files or even on
copying sections of the text. These databases are
designed for text display, consultation, and read-
ing, not for text analysis through computational
methods.

Chinese companies and institutions as a rule re-
frain from providing the text files that would allow
researchers to fully implement NLP methodolo-
gies. Despite repeated attempts to negotiate TDM
rights (Text and data mining) with several mainland
companies, we hit a wall when it came to obtain-
ing the text files, even under the strictest terms of
confidentiality and corpus protection. To put it
bluntly, there is an abyssal gap between the extraor-
dinary effort made at digitizing historical sources
in China, especially the vast reservoir of periodi-
cals and newspapers at the Beijing National Library
or the Shanghai Library, and the possibility to use
these resources to advance research.

The ENP-China project was designed from its
inception with NLP methodologies as a key com-
ponent of its methodology to process historical
sources. The press, in particular, was considered as
crucial not just because it could provide rich histor-
ical information, but also because this was the very

Proceedings of the Joint 3rd NLP4DH and 8th INCLUL, pages 92-101
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place where the modern Chinese language devel-
oped. We were able to acquire the entire collection
of the Shenbao in full-text files thanks to a private
provider based in Taiwan. With this treasure trove,
we were in a unique position to finally address
the challenge of implementing NLP methodologies
and algorithms trained on modern texts on a vast
corpus of pre-1949 transitional Chinese as found
in the press.

Our work represents the first attempt to break
through the limits of existing models for Chinese
and to develop models adapted to transitional Chi-
nese through campaigns of annotations to create
training sets with verifiable data. A major challenge
was to design a model that proved robust across the
various genres of texts found in the Shenbao and
across the whole period under study (1872-1949).
The central objective of our experiments and devel-
opments was to adjust models and to tailor them
to this evolving Chinese — from administrative
Classical Chinese to modern common and literary
Chinese — with multiple purposes:

e to extract as completely and as accurately as
possible the relevant historical information on
our research topics

e to enable textual, discourse analysis at a scale
heretofore unreachable

e to deliver new datasets for corpus and compu-
tational linguists

Newspapers are a most relevant source for an-
alyzing long-term patterns of linguistic and con-
ceptual changes (Hengchen et al., 2021). The news-
paper that we used as a core resource represents a
huge collection of more than 2.2 million articles
published between March 1872 and May 1949. The
Shenbao was the first daily newspaper published
in Chinese in Shanghai. Originally a local pub-
lication, it became at once a national newspaper
read throughout the empire. It also set the matrix
for the subsequent newspapers that appeared at the
turn of the century. For almost thirty years, the
Shenbao set the tone, the pace and the model of
news-writing, thereby creating a language in itself,
the same language found in later publications (Mit-
tler, 2004).

When the Shenbao was established in 1872 in
Shanghai, there was no previous history of mass
print media in China. The Chinese state and its
local agencies produced “official gazettes” that
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printed and circulated official decrees, edicts and
lists of appointed officials. These texts were writ-
ten according to the conventions of administrative
classical Chinese which, despite some evolution,
remained basically the same for the few centuries
before the advent of the modern press. The es-
tablishment of privately-run newspapers, however,
raised language issues:

o the newspapers needed to reach a wider ed-
ucated audience than just the officials and
literati and make the language of news report-
ing more accessible.

the newspapers reported on a much wider
range of issues that touched on new topics
and notions, especially when it came to inter-
national news.

the newspapers developed sui generis from
classical Chinese a new language through suc-
cessive shifts, both in vocabulary, grammati-
cal structure, use of punctuation, layout, and

typography.

The classical Chinese language differs consider-
ably from modern Chinese. It consists mostly in
single-character words. There are of course excep-
tions, which include the name of institutions, titles,
proper names, etc. Yet, in most classical Chinese
texts a character by and large equates a word. This
feature generates a phenomenon of polysemy of
characters that only the context in which they ap-
peared and the ingrained knowledge acquired by
the literati in the major genres (Confucian classics,
poetry, memorials, etc.) of literary writing could
disambiguate.

Newspapers faced several challenges in adapting
the classical language to the constraints of news
reporting.

e First, they had to introduce a large range
of new expressions to cover in enough pre-
cise terms all the concepts and objects that
came to China through its interaction with
the outside world. Japan, that had been ex-
posed earlier on to concepts imported from the
West, became a major supplier of character-
based neologisms (Wang, 1998; Chen, 2014).
It consisted mostly in two-character expres-
sions that eventually became the norm in mod-
ern Chinese. Whereas classical Chinese was
quite strictly monosyllabic, modern Chinese
became mostly disyllabic.



e Second, the grammatical structure of classi-
cal Chinese changed seamlessly in various
ways, including a change of some of the ba-
sic elements such as pronouns, demonstra-
tives, verbs, etc., while punctuation was in-
troduced incrementally and sometimes a bit
haphazardly (Mullaney, 2017). This process
of change did not follow any guidelines. The
Chinese language reinvented itself under the
collective movement and innovation of the
literati. Several initiatives by the state sought
to define rules for the creation of a modern lan-
guage, which probably had a certain impact,
but it was not until 1922 that a new national
language was officially adopted, to be taught
throughout the entire school system (Kaske,
2008). Nevertheless, previous writing habits
persisted until 1949, which make the newspa-
pers of the Republican era a kaleidoscope of
Chinese writing styles and languages.

Third, the early newspapers included in their
pages various genres of texts written in very
different styles, from extracts from official
gazettes, to literary texts, including poetry, to
translations from fiction or telegrams, to news
reporting and advertisements. Although some
sections lost in importance with time (offi-
cial gazettes), newspapers generally formed a
mosaic of writing styles. The Shenbao pre-
sented such a kaleidoscope of overlapping
genres (Mittler, 2004).

Fourth, the period from 1872 to 1949 is one
of progressive but constant language change.
Even in 1872, except for the excerpts from the
Beijing Gazette (JX¥) written in administra-
tive classical Chinese, the language used in
the Shenbao for news reporting was already a
different language from the start. Through a
data-driven analysis of the content of the Shen-
bao, Magistry has identified six main periods
based on clustering. It is consistent with previ-
ous studies that defined 1904, 1911 and 1937
as clear-cut shifts. Magistry’s study, however,
points to other shifts around 1890-1892 and
another one in 1922 (Magistry, 2021).

Word segmentation constitutes a prerequisite for
many tasks of textual analysis such as topic model-
ing, word frequencies, semantic network analysis,
etc. Whereas the task of word segmentation for
languages based on Latin characters has become
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almost trivial, it remains a challenge for Chinese.

Whether in modern or in classical Chinese, char-
acters are aligned vertically or horizontally next to
one another. In the case of classical Chinese, all the
way to the 1920s one also faces the near or com-
plete absence of punctuation (Galambos, 2021).
Although modern punctation was introduced in
the last decade of the 19th century, its usage re-
mained very uneven and unstable until the early
1930s (Hamm, 2021). While punctuation does not
separate tokens per se, the presence of punctua-
tion introduces a significant element of sentence
segmentation that helps for tokenization. Modern
Chinese has received a lot of attention, with a con-
stant flow of papers in the major conferences on
various methods to produce accurate word segmen-
tation. Although less rich, works have also focused
on classical (and even ancient) Chinese (Chen and
Tai, 2009; Huang and Wu, 2018; Han et al., 2018).
While both strands of research provide models, pre-
trained resources, and conceptual frameworks, nei-
ther procure readily replicable and usable models
for transitional Chinese. The main challenge in the
ENP-China project therefore has been to design a
robust model that can adapt to the various stages
of language development in transitional Chinese.
In the next sections, we present the context of the
study by reviewing previous appraoches to Chi-
nese word segmentation and available datasets for
training models. We introduce our new dataset, the
experiments we have made with existing models
and the model that we have trained.

1 Chinese word segmentation

Chinese word segmentation (CWS) has been a sub-
ject of prolonged debate within the field of NLP.
For specific tasks and datasets, adhering to the char-
acter level proves to be a more suitable approach,
yielding higher-performance results and simplify-
ing the process. Thus, in certain scenarios, it is
deemed less essential to perform word segmen-
tation. For instance, a study by (Li et al., 2019)
strongly asserts that with the advent of neural meth-
ods in NLP, CWS is gradually becoming an irrele-
vant or even detrimental step in the NLP pipeline.

In the context of computational methods in the
humanities, the task of addressing CWS continues
to be an area of significant interest. In fact, this
crucial task enables multiple analyses of Chinese
text, empowering researchers and practitioners to
extract valuable insights and knowledge.



To accomplish this, it becomes essential to have
a tokenizer that is specifically tailored and adapted
to the data being processed. The effectiveness of
the tokenizer greatly impacts the accuracy and effi-
ciency of subsequent NLP tasks on Chinese texts.

Over time, CWS has been extensively stud-
ied, leading to the development of sophisticated
systems capable of achieving near-perfect results.
Some of these systems boast an impressive F-score
close to 100%, indicating a high level of precision
and recall in identifying word boundaries within
Chinese texts. These remarkable achievements in
segmentation accuracy further enhance the overall
performance of NLP applications when working
with Chinese language data.

During the early stages of CWS, the predominant
methods employed were lexicon- and rule-based
approaches, such as forward maximal matching, re-
verse maximal matching, and least word cut. While
these techniques were relatively straightforward to
implement, they suffered from low accuracy in seg-
menting words effectively.

To address this challenge, from a machine learn-
ing perspective, CWS started to be approached as a
sequence labeling task. This method involved pre-
dicting whether each input character should be sep-
arated from its neighboring characters (Xue, 2003).
In the 2000s, many researchers turned to condi-
tional random fields or maximum entropy Markov
models to tackle this task.

As the field progressed, approaches utilizing su-
pervised or unsupervised features emerged (Zhao
and Kit, 2008), contributing to the state-of-the-art
performance in CWS. These techniques made sig-
nificant strides in improving segmentation accuracy
and efficiency.

A major turning point came around 2013 when
researchers began incorporating neural networks
into their work, revolutionizing the research land-
scape for CWS. Whether adopting feed-forward,
recurrent, or convolutional neural network architec-
tures, these approaches offered substantial benefits,
particularly in reducing the need for labor-intensive
data engineering tasks (Zheng et al., 2013; Pei et al.,
2014; Chen et al., 2015).

Despite the promise of neural network-based
methods, early trials did not consistently outper-
form non-neural systems. Refining these neural
approaches became necessary to achieve their full
potential in CWS tasks. However, over time, re-
searchers made remarkable progress, and neural
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network-based methods eventually surpassed the
capabilities of their non-neural counterparts, lead-
ing to significant advancements in the field.

In the realm of NLP, the emergence of transform-
ers marked another significant milestone. Recent
advancements in the field utilized a customized
Transformer model for sequence tagging, resulting
in the achievement of state-of-the-art performance
(Duan and Zhao, 2020; Chou et al., 2023).

However, a common issue with many NLP mod-
els is that they are often trained and evaluated on
contemporary datasets, limiting their applicabil-
ity to historical or ancient texts. CWS is a field
with a long history in Chinese NLP, resulting in
the creation and continual evaluation of numerous
datasets, like the ones listed below.

e SIGHAN Bakeoff 2005 (Emerson, 2005):
It comprises diverse types of Chinese text,
including news articles, fiction, and aca-
demic papers from various sources, such as
CKIP (Academia Sinica) and City University
of Hong Kong for traditional Chinese, and
Beijing University and Microsoft Research
(China) for simplified Chinese.

Chinese Penn Treebank (CTB) !: It is one
of the most widely used datasets for CWS
research, and it exists in three versions: CTB6,
CTB7, and CTB9.

PKU Corpus (Yu et al., 2018): This dataset
was collected from the People’s Daily web-
site and contains various text types, including
news articles and editorials.

Universal Dependency (UD) ? for Mandarin
Chinese: Similar to many other widely studied
languages in NLP, Mandarin Chinese also has
a Universal Dependency Annotation Scheme,
which provides a standardized framework for
dependency-based syntactic analysis.

Recently, to address the need for models capa-
ble of handling ancient Chinese texts, the EvaHan
2022 dataset * was created. It consists of anno-
tated ancient Chinese text developed as part of the
EvaHan project, a collaborative effort by several
Chinese universities to build resources for ancient
Chinese NLP. The Ancient Chinese language dates
back to around 1000BC-221BC.

"https://www.cs.brandeis.edu/ clp/ctb/

Zhttps://universaldependencies.org/treebanks/zh_pud
3https://circse.github.io/LT4HALA/2022/EvaHan



Thanks to the impressive performance of the
models trained on these contemporary data, many
off-the-shelf solutions are widely adopted in the
context of digital humanities research, facilitating
the exploration and analysis of Chinese texts from
various time periods and genres:

e LAC (Jiao et al., 2018) is a joint lexical anal-
ysis tool developed by Baidu’s NLP Depart-
ment, which realizes the functions of Chinese
lexical segmentation, lexical annotation, and

proper name recognition.

Jieba # is a module that is specifically used for
CWS.

Stanza (Qi et al., 2020) : This library was
created by the Stanford NLP Group. It con-
tains different tools for linguistic analysis such
as POS tagging, lemmatization, segmentation
and handles 66 languages including Chinese.

SnowNLP  is a class library written in python
inspired by TextBlob. It was created specifi-
cally to process Chinese.

THULAC (Maosong Sun et al., 2016) is a set
of Chinese lexical analysis toolkit developed
and launched by the Laboratory of NLP and
Social Humanities Computing of Tsinghua
University, with the functions of Chinese lexi-
cal segmentation and lexical annotation.

These tools were designed with a strong em-
phasis on achieving high performance and user-
friendliness. Nevertheless, it remains crucial to
evaluate their performance when applied to spe-
cific datasets and Chinese language variants.

2 Dataset creation

Within the scope of our project, our primary ob-
jective was to evaluate various tokenizers on our
specific dataset. The aim was twofold: first, to es-
timate the performance of off-the-shelf tokenizer
tools, and second, to address the possibility that
these readily available solutions might not yield
suitable results for our unique data. In such a sce-
nario, we planned to develop a custom model tai-
lored to the requirements of our dataset.

In order to delve deeper into the development
of the language during the particular period under
examination, we engaged in manual tokenization
of sentences extracted from the Shenbao. This

*https://github.com/fxsjy/jieba
>https://github.com/isnowfy/snownlp
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involved carefully segmenting the text into individ-
ual words. We proceeded in two steps: for the first
round, we aimed at annotating a large select of texts
published between the years 1872 and 1947. Three
annotators were trained on a sample of the selected
corpus, after which they annotated separately 741
articles. For the second round, we selected 52 ar-
ticles published between the years 1872 and 1907
that were annotated, curated, and used for evaluat-
ing our model.

By tokenizing these historical articles, we sought
to gain relevant insights into the linguistic patterns,
syntactic structures, and lexical variations present
in the Chinese language during that specific histori-
cal timeframe. This approach allowed us to address
the challenges posed by the absence of modern lin-
guistic resources and the particularities that might
arise in historical Chinese texts.

Through this comprehensive evaluation and anal-
ysis of word segmentation methods on our well-
curated dataset, we anticipated obtaining a clearer
picture of the tokenizer’s efficacy in handling histor-
ical Chinese texts. Ultimately, this process played
a vital role in shaping our subsequent decisions
regarding the selection of the most appropriate tok-
enizer or the development of a custom model best
suited to our research objectives and historical data.

To achieve this goal, we engaged two groups
of three distinct annotators who were tasked with
tokenizing the documents based on our guidelines.
Each annotator was asked to add basic punctuation
to mark the end of sentences. A blank space was in-
troduced between tokens when their part of speech
was different. Only place names, job titles, proper
names of persons were left unspeparated.

Additionally, for the second round, a separate
individual — a historian with high skills with clas-
sical and modern Chinese — was entrusted with
curating the annotated data. This systematic ap-
proach ensured that the word segmentation process
was carried out consistently and according to the
specified guidelines, while also guaranteeing the
quality and accuracy of the curated dataset.

Upon the successful completion of the annota-
tion and curation processes, we obtained a carefully
curated dataset, which we will call ENP-TOK °©,
documented in Table 1. The agreement between
annotators of the training set, calculated as the F1-
score, is 75%, and the agreement between anno-
tators of the evaluation set is 78%. These results

Shttps://gitlab.com/enpchina/enp-tok



highlight the difficulty of this task during this pe-
riod.

Train Eval
# Articles 741 52
# Sentences 11132 396
# Characters 867 474 36 707
# Words 350631 15498

Table 1: ENP-TOK dataset statistics

ENP-TOK serves as a valuable resource for eval-
uating the performance and quality of various to-
kenizers, providing crucial observations for our
research.

3 Experiments

By using this new annotated dataset, we have ef-
fectively assessed the performance of off-the-shelf
tokenizers, particularly when applied to texts from
the period of interest.

We conducted a thorough evaluation of the five
most commonly used word segmentation tools.
The results of this evaluation are summarized and
presented in Table 2, providing measured refer-
ences on the efficacy and suitability of each tok-
enizer for our specific historical texts.

Model Precision  Recall F-score
Jieba 4294 % 53,61 % 47,61 %
Stanza 4987 % 52.35% 51.09 %
LAC 5917 % 69.09 % 63.74 %
SnowNLP 63.04 % 5245% 57.26%
thulac 4724 % 61,42 % 53,41 %
Table 2: Off-the-shelf tools results on ENP-TOK

dataset

In comparison to the performance achieved on
contemporary datasets, the results obtained from
these off-the-shelf models are significantly lower.
It is imperative to verify and validate these models
before employing them for larger-scale analyses to
ensure the reliability of their outcomes. Although
these off-the-shelf models offer convenience and
quick implementation, we need to note that they
may not represent the cutting-edge in terms of per-
formance at the present moment.

To explore the potential for achieving better re-
sults without the need for additional annotation, we
sought to evaluate more advanced and up-to-date
models available in the HanLP library. HanLP is a
NLP toolkit designed for production environments,
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focusing primarily on Chinese language processing.
It provides pre-trained models specifically tailored
for various datasets used in CWS evaluations.

Through the utilization of HanLP’s (He and
Choi, 2021) top-performing models for each
dataset, we aimed to showcase the benefits of em-
ploying more recent and computationally heavier
models, while emphasizing the crucial role of se-
lecting the appropriate training set.

The outcomes of this experiment, detailing the
performance of HanLLP’s best models, are docu-
mented in Table 3. These results highlight the po-
tential advances that can be achieved in CWS using
contemporary, state-of-the-art models without the
need for additional manual annotations.

Based on these experiments, HanLP’s models
demonstrate significantly improved performance
compared to off-the-shelf models in most cases.
However, it is essential to acknowledge that the dis-
parity in language models utilized—such as Elec-
tra, Roberta, and Bert—along with their distinc-
tive learning regimes and training data, makes it
challenging to predict which models would yield
superior results on different types of datasets.

Model Dataset F-score
HanLP  SIGHAN2005 78.06 %
HanLP CTB6 61.99 %
HanLP PKU 63.68 %
HanLP MSRA 7691 %
HanLP UD 68.94 %
FastHan Multi 74.98 %

Table 3: Models results on ENP-TOK dataset

To address this challenge, FastHan (Geng et al.,
2021) emphasizes the paramount importance of
Generalization as a crucial attribute for any success-
ful NLP toolkit. To achieve this, they developed a
model trained on a diverse range of corpora specifi-
cally for CWS. The resulting model demonstrated
improved performance across various sources.

In Table 3, we observe the results of apply-
ing this model to our dataset, confirming that it
does outperform the majority of off-the-shelf tools.
However, it falls slightly short compared to some
models trained on more specific corpora.

Based on the findings, it becomes evident that
employing corpora that align more closely with our
specific requirements is the key to obtaining consis-
tent and reliable results. Customizing the training
data to suit the unique characteristics of our target



text allows us to achieve optimal performance, en-
suring that the model is better suited to handle the
specificities of historical Chinese texts.

Given the lack of annotated data aligned with
our specific period, it seemed wise to use at least
annotated data from traditional Chinese or ancient
Chinese.

4 Model training

To validate this hypothesis, we conducted extensive
model training using three distinct datasets: CKIP,
EvaHan, and ENP-TOK. Our aim was to assess
the significance of both the training and inference
datasets in shaping model performance. Beyond
the influence of the CWS training data, we also
delved into the impact of the language models em-
ployed to train these models.

All results presented in this section are averaged
over 10 random initializations.

Initially, we used the BERT (Devlin et al., 2019)
language model for Chinese. Because of its abil-
ity to deal with simplified and traditional Chinese
(automatically translated), and its popularity.

Dataset Precision  Recall F-score
CKIP 7125%  78,75% 74,81 %
EvaHan 78,12% 78,19% 78,16 %
ENP-TOK 8293% 8091 % 8191 %

Table 4: Result obtained on ENP-TOK when training
from BERT-base-chinese’, on several datasets

In view of the results presented in Table 4, the
use of a training dataset aligned with our inference
dataset yields better results, even if the quantity of
data remains smaller than the other dataset. What
is more, it seems that the Chinese we deal with
is closer to ancient Chinese than to contemporary
Chinese. Using data from EvaHan gives better
results than CKIP.

Based on the results, presented depending on the
quality of the original document in Table 4, using
data from older Chinese sources leads to better out-
comes. Specifically, utilizing data from EvaHan
yields superior results. However, it is worth noting
that the training of these models was initially initial-
ized with word representations from contemporary
language models. Therefore, to further investigate
this, we repeated the previous experiment, but this
time, we employed a language model trained on
older Chinese data.

https://huggingface.co/bert-base-chinese
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The findings suggest that incorporating data
from historical Chinese sources can enhance the
performance of the models for the task at hand.
However, to fully explore the potential benefits, it
is essential to consider the impact of using language
models pre-trained on historical data (Wang and
Ren, 2022), which may provide a more contextu-
ally relevant starting point for the training process.

Dataset Precision  Recall F-score
CKIP 65,68 % 76,62% 70,73 %
EvaHan 83,55% 81,11 % 82,31 %
ENP-TOK 84.17 % 82.04 % 83.09 %

Table 5: Result obtained on ENP-TOK when training
from BERT-ancient-Chinese®, on several datasets

The results, in Table 5, demonstrate that using
language models aligned with the languages used
in the sources leads to superior performance. These
findings assert that the transitional Chinese that we
are processing is more closely related to ancient
Chinese than contemporary Chinese, which sub-
stantiates the need to train language models specif-
ically on our data.

Additionally, it is interesting to examine the re-
sults obtained on CKIP. The misalignment between
the language model and the annotated data nega-
tively impacts performance when transferring to
another dataset. This indicates that using a lan-
guage model that is not well-aligned with the target
data can lead to a decrease in performance when ap-
plying the model to different datasets. It highlights
the importance of using language models that are
tailored to the characteristics of the target data.

Aligning the language model with the linguistic
properties of the data being processed, especially
for historical languages like ancient Chinese, can
significantly improve performance on various NLP
tasks. Furthermore, understanding the impact of
language model alignment and its effects on trans-
fer learning can help researchers and practitioners
make more informed decisions when deploying
models across different datasets.

As of now, our efforts have culminated in the
development of a model that achieves an impres-
sive performance of over 83% . This achievement
means a substantial leap in comparison to using the
Jieba tokenizer, as our model reaches an F-score
that is +35% higher.

While our results approach the levels attainable

8https://huggingface.co/Jihuai/bert-ancient-chinese



on contemporary datasets, it is important to ac-
knowledge that there are several potential avenues
for further improvement.

The availability of this new annotated dataset
opens up a wide array of possibilities for enhanc-
ing and fine-tuning the performance of the model
in processing this type of data. We can pursue dif-
ferent paths, including linguistic analysis of the
annotated dataset, or optimization at the training
stage by incorporating specific language models.

With the aid of linguistic analysis, we can gain
valuable insights into the unique characteristics
and linguistic patterns present in modern historical
Chinese texts. These results can help us refine the
model to better capture and handle these nuances,
ultimately improving its overall performance.

On the other hand, exploring various language
models and implementing the most suitable one can
significantly impact the model’s ability to handle
historical texts effectively. By selecting a specific
language models that aligns closely with the lin-
guistic traits of the historical period, we can boost
its accuracy and adaptability to the complexities of
the data.

This dataset is therefore used for continuous ex-
ploration and experimentation, empowering us to
refine and optimize the model, or even pave the
way for the development of advanced models tailor-
made for processing historical Chinese texts. This
newfound dataset opens exciting possibilities for
progress in this specialized domain.

5 Conclusion

Our study aimed to identify the most effective meth-
ods for CWS, specifically focusing on historical
texts written in transitional Chinese. We created
a novel, manually annotated dataset, derived from
the Shenbao. This dataset provided us with a rich
linguistic resource, allowing a comprehensive anal-
ysis of word segmentation methods for historical
Chinese texts.

The evaluation of five commonly used off-the-
shelf tokenizers revealed that while these models
offer ease of use and quick implementation, their
performance on our historical dataset was signifi-
cantly lower than on contemporary datasets. This
finding underscores the importance of validating
models before using them for larger-scale analyses,
to ensure the reliability of their outcomes. Fur-
ther investigation with the HanLP library and the
FastHan model demonstrated notable performance
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improvements, suggesting potential advancements
in CWS using contemporary, state-of-the-art mod-
els without the need for additional manual annota-
tions. However, the disparity between these models
and the language models used for training makes it
challenging to predict which models would yield
superior results on different datasets.

Our exploration of different datasets and lan-
guage models for training our segmentation model
led us to a critical realization: using high-quality,
relevant training data closely aligned with our tar-
get texts allowed us to achieve the best perfor-
mance. This insight emphasized the importance
of prioritizing data quality over quantity, and that
customization of the training data to suit the unique
characteristics of the target texts can lead to more
accurate and reliable results.

Ultimately, our efforts culminated in the de-
velopment of a model that achieved an impres-
sive F-score of over 83% , a significant leap com-
pared to using the Jieba tokenizer. While these
results approach the levels attainable on contem-
porary datasets, there are several avenues for fur-
ther improvement. The availability of ENP-TOK
dataset opens up new possibilities for enhancing
the model’s performance, ranging from linguistic
analysis of the annotated dataset to optimization
at the training level by incorporating specific lan-
guage models.

The improved CWS of transitional Chinese has
significant implications for historians conducting
research on China. The better the CWS, the
more accurate and efficient the text analysis be-
comes. This improved accuracy can help stream-
line the research process, allowing historians to
accurately segment and analyze large volumes of
text, thus opening up new avenues of inquiry and
enabling the exploration of previously unmanage-
able datasets. As most of the texts published in the
period under consideration — including periodi-
cals, books, diaries, etc. — were written in a style
that closely matches the various forms on which
we have trained our model, the tokenizer we pro-
pose can serve to unlock vast corpora of historical
sources on which existing models fail. This can
lead to more nuanced understandings of the wide
range of historical texts made available through
digitization, offering deeper insights into China’s
history.

This study illuminates the importance of dataset
relevance and quality in achieving optimal results



for CWS, particularly for transitional Chinese texts.
The insights and methods derived from this study
contribute significantly to the field of historical
Chinese text analysis and provide valuable tools
for historians working with these rich and complex
linguistic resources.
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Abstract

Large Language Models, such as ChatGPT,
offer numerous possibilities and prospects
for academic research. However, there has
been a gap in empirical research regarding
their utilisation as keyword extraction and
classification tools in qualitative research;
perspectives from the social sciences and
humanities have been notably limited.
Moreover, Finnish-language data have not
been used in previous studies. In this
article, I aim to address these gaps by
providing insights into the utilisation of
ChatGPT and drawing comparisons with a
rule-based Natural Language Processing
method called Etuma. I will focus on
assessing the effectiveness of classification
and the methods' adherence to scientific
principles. The findings of the study
indicate that the classic recall and precision
trade-off applies to the methods: ChatGPT's
precision is high, but its recall is
comparatively low, while the results are the
opposite for Etuma. I also discuss the
implications of the results and outline ideas
for leveraging the strengths of both
methods in future studies.

1 Introduction

The field of Natural Language Processing (NLP)
has  recently undergone a  significant
transformation, largely driven by the widespread
adoption and popularity of large language models
(LLMs). LLMs, such as ChatGPT, offer numerous
possibilities and prospects for academic research as
well. Many researchers who have previously relied
on traditional NLP methods are now considering

the future trajectory of the field. The question
arises: will other NLP methods become obsolete,
with LLM applications replacing them in research?

Since the launch of ChatGPT in November
2022, there has been extensive discussion within
the scientific community, and research articles
have been published at an accelerated pace. Many
of these studies have demonstrated that ChatGPT's
performance in various tasks is comparable to that
of humans in terms of quality.

In a study by Huang et al., (2023), ChatGPT
was able to identify implicit hate speech well
compared to humans. Guo et al., (2023) found that
ChatGPT’s capabilities to answer questions from
several domains including finance, medicine, law,
and psychology, were on par with those of human
experts. Gilardi et al, (2023) reported that
ChatGPT even outperformed humans in annotation
tasks including relevance, stance, topics, and
frames detection. On the other hand, ChatGPT’s
ability to produce consistent results has been
questioned and caution has been advised regarding
its application to text classification (Reiss, 2023).
Some studies have found ChatGPT's zero-shot
performance to be lacking, although prompt
engineering and additional training have been
shown to improve results (Shi et al., 2023; Yuan et
al., 2023).

While ChatGPT has been extensively
examined for a diverse range of tasks, there
remains a gap in empirical research regarding its
utilisation as a classification tool in qualitative
research. Furthermore, perspectives from the social
sciences and humanities have been notably limited
thus far. In addition, Finnish-language data has not
been used as research material.

192

Proceedings of the Joint 3rd NLP4DH and 8th IWNCLUL, pages 102-113
December 1-3, 2023 ©2023 Association for Computational Linguistics



In this article, I will also introduce Etuma, an
NLP tool that represents a traditional rule-based
approach based on supervised learning methods,
dictionaries, and grammar rules. The aim is to
highlight the distinctive features of these two
different approaches in one of the most common
NLP tasks: text classification. I will focus on the
qualitative content analysis of extensive datasets in
the field of digital humanities, with a particular
emphasis on topic classification, a central aspect of
qualitative content analysis.

1.1  The scope of the study

The study aims to address the following
research questions: 1) What distinguishes rule-
based and LLM-produced classification in their
effectiveness as qualitative content analysis tools?
and 2) How viable are these methods in terms of
scientific rigour, considering compliance with
scientific principles such as reproducibility and
transparency?

The motivation behind this research stems
from a project that involves the categorisation of a
large volume of Finnish-language texts. In the
scope of this article, I will not discuss the
underlying project and its results in detail, but
rather focus on the description and validation of the
methods. The main objective of this study is to
describe the characteristics of different approaches
and provide information to fellow researchers, who
are considering using either method in qualitative
content analysis.

In addition, beyond the features outlined in
this article, there are several noteworthy concerns
regarding the use of LLM techniques in research.
These concerns include, for example, plagiarism
and other unethical use, as well as challenges
related to ftraining data, including bias,
misinformation, and vulnerability to adversarial
attacks (Ray, 2023).

Firstly, I will describe the research setting,
then report on the research materials, methods, and
process. Then I will present and discuss the results
and their limitations. I will conclude with insights
and suggestions for future research.

2 Data and methods

The context of this study is an ongoing research
project focusing on political energy discourse in
Finland. In the project, my goal is to analyse the
public political debate, specifically examining the
comments made by citizens and politicians. The
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objective is to gain a comprehensive understanding
of the issues underpinning the energy debate and to
explore the various themes that emerge from the
collected material. Given the large volume of the
research material, I will employ a combination of
automatic text analysis and qualitative methods
(Guetterman et al. 2018; Janicke et al. 2015;
Grimmer & Stewart, 2013).

In research work, several important criteria
should be considered when selecting a method or a
research tool. The tool should be suitable for
scientific research in general, adhering to rigorous
standards of reliability, validity, and ethical
considerations. In this case, an important feature
was also the tool's proficiency in the Finnish
language, to ensure its ability to process and
analyse Finnish texts. Additionally, the tool needed
to provide a comprehensive overview of large
volumes of research material by effectively
categorising it into relevant topics.

With these criteria in mind, I sought to explore
whether the widely popular ChatGPT could be a
suitable method for conducting the analysis
required for the project. In my previous work, I
have utilised the Etuma tool for keyword extraction
and topic classification. Therefore, I decided to
compare the two approaches to delineate the
strengths and weaknesses of each method.

2.1 Data

The original corpus was collected as a part of
the broader research project. It consists of 110,295
social media comments from August 2022 to
August 2023 and 25,872 parliament speeches from
February 2022 to March 2023. The social media
comments were collected from a web scraping tool
called Mohawk Analytics (Legentic 2023) and the
transcribed parliament speeches were downloaded
from a database known as Parliament Sampo
(Hyvonen et al, 2022).

For the purposes of this article, I limited the
material to a smaller subset so that it would be
easier to qualitatively assess the analysis results
produced by each method. I employed a keyword
search (“electric car” AND “subsidy”; “sdhkdauto”
AND “tuki” in Finnish) to filter texts discussing a
specific topic of interest in the project: electric car
subsidies offered by the Finnish government. The
subset corpus comprised 40 social media
comments and 33 parliamentary speeches.

The social media data included 21 tweets from
Twitter (currently X), 19 online news comments,



and 4 discussion forum posts. The parliament
speech corpus consisted of 13 speeches from the
Finns party, 3 speeches from the Social Democratic
party, 3 speeches from the Centre party, 3 speeches
from the Green party, and one speech each from the
National Coalition party and the Christian
Democrats. In addition, the material included 5
responses from government ministers from the
Social Democratic party, the Centre party, and the
Green party. The original language of the texts was
Finnish, but keywords, topics, and text quotes have
been translated into English for this article.

The social media comments were typically
short, but their length varied between 20 and 155
words per comment. The comments were critical
towards the research topic, as exemplified by
statements such as "Electric car subsidies go to the
wealthy and electricity subsidies also benefit the
wealthy. Because of the current government, we are
all impoverished.”. Several comments included
misspelled words.

The parliament speeches were more extensive,
with their length varying between 72 and 662
words per speech. The speeches contained a
considerable amount of specialised technical and
administrative vocabulary, for example "subsidies
for the purchase of electric and gas cars and
distribution infrastructure are necessary actions as
we move towards a fossil-free transport system"
and did not contain much informal language, typos
or misspellings.

I copied the original texts into an Excel file and
recorded the analysis results obtained with
different methods in their respective columns. To
clean the data, I removed mentions targeted to
specific users (identified with the '@' character) in
social media comments. Additionally, I randomly
selected a sample of 10 social media comments and
10 parliamentary speeches for validating the
results. I will describe the categorisation and
validation processes in more detail in the following
sections.

2.2 Methods

In this study, I utilised both Etuma and
ChatGPT4 for the identical task: extracting
keywords from texts and categorising them into
topics. I focused only on keyword and topic
classification and excluded sentiment analysis.
However, it's important to note that ChatGPT does
not extract keywords in the traditional sense.

Instead, it generates language based on the patterns
it has learned from its training data.

The initial phase of the study started in a zero-
shot setting, where no training data or pre-defined
categories were used. I analysed the corpus in
September 2023 using ChatGPT version 4,
accessed through the Poe.com platform, and with
Etuma's browser-based NLP tool. I will detail this
process further in the subsequent section.

2.3 Research process

Figure 1 presents the key phases in the
research process. During the study, I conducted
both distant reading and traditional close reading in
parallel (Janicke et al., 2015). During the distant
reading phase, I utilised computational methods to
analyse the material based on topics and keywords,
enabling a systematic examination of the data to
identify patterns and trends. In the close reading
phase, I engaged in an iterative process to uncover
the topics present in the data, as well as their
associated keywords and the context in which these
keywords were discussed. This approach allowed
for a deeper understanding of the data and its
nuances. Finally, in the third step, the classification
is refined to better align with the broader objectives
of the research project, ensuring that it adequately
captured the relevant information.

DISTANT

READING

automated
classification

CLOSE
READING
exploring

the context

= 7

Figure 1: Research process.

REFINING
the automated
classification

The approach of combining distant and close
reading has been previously employed
successfully. For example, Guetterman et al.
(2018) conducted a study where they compared the
results of qualitative analysis using three different
methods: 1) close reading, 2) automatic text
analysis, and 3) a combination of the two, by
analysing the same materials in separate research
groups. Their findings indicated that the
combination of traditional close reading and
automated distant reading yielded the most
comprehensive, high-quality, and detailed results.

In the following sections, I will describe in
more detail the distinctive features of the process
for both methods separately.
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2.3.1 ChatGPT

The term language model (LM) refers to
systems that have been trained to predict the
probability of a given token (character, word, or
string) (Bender et al., 2021). ChatGPT has been
pre-trained on large datasets consisting of web-
crawled text, including conversations, and fine-
tuned by humans with the Reinforcement Learning
from Human Feedback (RLHF) method (OpenAl
2023a).

I employed ChatGPT 4 through the Poe.com
platform. Users on this platform can create their
own chatbot and customise its settings according to
their preferences. This includes configuring a
default prompt, which serves as the initial message
for the chatbot, as well as setting a temperature
value. Increasing the temperature parameter
allows the predictive model to take more risks,
suggesting less likely alternatives and thereby
reducing result consistency (OpenAl 2023b).

The prompt plays a central role in determining
what kind of results a ChatGPT-powered bot
generates. After some testing with different prompt
wordings and temperature values, | created a
chatbot with the following prompt: “You are an
advanced artificial intelligence for text analysis,
and you need to classify given texts based on
topics. One sentence can contain more than one
topic. Extract as many topics as possible. The
temperature setting is 0. Format the output to be a
simple list of keywords that appear in the text and
what topic the keywords are classified into.”.

The research process is illustrated in Figure 1.
During the initial analysis phase, I input the texts
individually into the same chat conversation and
recorded ChatGPT's responses in an Excel table. In
the zero-shot setting, the system autonomously
identified 47 topics and 935 keywords within the
data. Concurrently, I validated the classification by
conducting a close reading of the original texts.

In the second analysis phase I experimented
with a few-shot approach, providing more detailed
instructions within the prompt about the specific
topics I was interested in. I noticed that the more
precise my requirements were defined, the better
results I obtained. For instance, prompts like
"extract relevant keywords and topics related to
commuting” or "how are coronavirus aids and
electric car subsidies linked in the texts" produced
desired results but demanded accurate information
or hypotheses about the material's content. In
addition, ChatGPT's memory did not extend very
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far in the conversation, so it could not answer
questions about the entire corpus.

In the third phase of the research process, |
employed prompt engineering to refine the results
and minimize the potential impact of a poorly
formatted prompt on the outcomes by following the
instructions of White et al., (2023). Among the
four prompt enhancement strategies they proposed,
I found "Question refinement" to align best with
my needs, although in this case it did not lead to an
improvement in recall. A report detailing example
chat interactions of the prompt engineering
experiment can be found in Appendix 2.

2.3.2 Etuma

Etuma’s technological foundation is rooted
in NLP research conducted at the University of
Helsinki (Lahtinen 2000; Tapanainen 1999), which
has since been continued commercially by Etuma
(Etuma 2023). Etuma performs several NLP tasks
on texts, such as morphological, syntactic,
semantic, and sentiment analysis.

A key function of Etuma is ontological
classification, based on which it groups keywords
referring to the same theme into more general
classes called topics. For example, the keywords
“electric car”, “e-car” and “battery vehicle”
would be categorised into the same topic called
Electric cars. It is important to note that although
Etuma refers to the classification with the term
topic, the method should not be confused with topic
modelling methods, which are based on
unsupervised machine learning, whereas Etuma
employs dictionaries and supervised learning.

Using Etuma, I followed the same research
process depicted in Figure 1. The initial analysis
step involved uploading the original dataset in CSV
format into the Etuma analysis system. Within the
Etuma interface, I then applied filters as described
above, to extract the specific sub-dataset relevant
to this research. In the distant reading phase, the
system identified 415 topics and 1621 keywords
within the data. During the close reading phase, |
conducted a review of the most frequently
occurring topics and their corresponding
keywords. Then I reviewed less frequent topics at
a broader topic-name level.

In the subsequent phase, the emphasis is on
refining the classification to improve the relevance
and precision of the analysis by merging and
splitting topics and transferring keywords between
them. Etuma has a built-in user interface for these



tasks, as refining the classification is an integral
part of the research process. The extent of this
phase depends on the goals of the research, the
amount of material and precision of the
classification. After the classification-validation
process is completed, new classification rules are
updated to the Etuma system, with the option that
the customised rules can be reused. The purpose of
the process is to improve the relevance of the
classification to adapt to the specific requirements
of the study. However, in this article I will focus on
the zero-shot situation where no fine-tuning has
been implemented.

3 Empirical analysis

In this section, I will present the key findings
obtained from the analysis conducted by Etuma
and ChatGPT on the corpora. Firstly, I will describe
the characteristics of keyword extraction and topic
classification for both methods, along with relevant
examples. It is important to note that the purpose of
these key figures is to compare the classifications,
without taking a stance on what constitutes the
ideal classification. Secondly, I will present a
comparison of the methods using a smaller sample,
employing traditional metrics such as recall,
precision, and F1 score. This analysis will provide
a quantitative evaluation of the performance of
each method. Additionally, Appendix 1 contains a
list of the most frequently occurring topics and
keywords identified during the analysis.

3.1 Classification characteristics

Table 1 illustrates the differences in the
number of unique keywords and topics identified
by each method. As a general observation, ratio
between the number of topics and keywords was
similar in both corpora, indicating that the text type
had no significant effect on the results.

ChatGPT 4 Etuma
Social Keywords 246 435
media
Topics 15 144
Parliament| Keywords 722 1311
speeches
Topics 40 378

Table 1: Unique keywords and topics in corpora

Keywords Both methods successfully
analysed the Finnish-language material without
significant deficiencies or shortcomings. However,
there were differences in the keywords produced
by the methods. The most noticeable difference
was in the number of keywords: Etuma extracted
more than one and a half times the number of
unique keywords compared to ChatGPT.
Additionally, Etuma tended to have more one-word
keywords and ChatGPT generated more multi-
word keywords.

The parliamentary speeches contained many
acronyms. Both methods correctly classified
common abbreviations such as EU (the European
Union) and Yle (the Finnish Broadcasting
Company). Etuma also extracted some acronyms
from the parliamentary speeches (e.g., MAL,
KAISU) but did not classify them to an exact
topic. Initially, ChatGPT did not recognize these
acronyms as  keywords. When  prompted
separately, ChatGPT correctly classified MAL as
"Maankéyttd, asuminen ja litkenne" (Land use,
housing and transport) but did not identify
"KAISU" as "Keskipitkin aikavélin
ilmastopolitiikkan ~ suunnitelma" (Medium-term
climate change policy plan).

ChatGPT correctly classified more names of
Members of Parliament (e.g., Li, Tynkkynen)
compared to Etuma. Typos and slang are common
in social media materials. Etuma provides a list of
keywords it does not recognize, and among them,
there were 31 unique keywords that were misspelt
and thus left uncategorized. Based on my
observations, ChatGPT analysed typos correctly
more frequently. However, a detailed analysis of
the feature was not conducted in this study.

Topics In terms of unique topics, the
difference between Etuma and ChatGPT was even
more pronounced, almost tenfold. As can be
deduced from the results, ChatGPT tended to
employ broader topics (Economy, Politics), while
Etuma's classification was more granular
(Subsidies, Social security). Furthermore, it is
worth noting that some of ChatGPT's unique topics
overlapped (e.g., “Economics”, “Economics and
Finance”, “Economy”, “Economy and Finance”),
leading to even fewer distinct classification themes
than the count of unique topic names identified.

Hallucination On a few occasions, ChatGPT
demonstrated a behaviour known as hallucination,
where it generated information that was not
accurate or factual. For instance, it asserted that
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"Sulo Vileen" (referring to a character from a
Finnish TV series) is a colloquial term for ordinary
Finns, akin to Joe Public in English. This
occurrence also points to a limitation related to the
training data in Finnish.

Prompting [ tested various prompts with
ChatGPT and repeated identical prompts in new
chat interactions, which revealed that classification
results for the same piece of text could change even
though the content and prompt remained identical.
As an example, during the initial analysis
round, ChatGPT classified various keywords such
as "travelling to Spain" "musicians" and "price
range" under the same topic Social issues.
However, in a new chat interaction, these same
keywords were classified as International travel,
Arts/Culture and Economy. This suggests that
ChatGPT may have tried to simplify the
classification by grouping less precise keywords
into a smaller set of topics, indicating an internal
learning mechanism guiding the classification.

3.2 Validation

To gain a more detailed understanding of the
recall and precision levels of the methods, I
conducted a comparative analysis with human
classification. This involved calculating the
traditional metrics of recall, precision, and the F1
score. During the validation phase, I randomly
selected a sample of twenty texts from the material,
consisting of ten social media posts and ten
parliamentary speeches. Then I manually classified
the texts by extracting the relevant keywords from
them. At this stage, I tagged all potentially
interesting keywords in the texts through which it
would be possible to examine the material from
various perspectives. Similarly, I did not provide
specific instructions to Etuma and ChatGPT
regarding the types of keywords to extract. As a
result, I tagged a total of 151 keywords from the
social media sample and 311 keywords from the
parliament speech sample.

For each method, | compared the
classification results with the human classification
and calculated the recall using the following
formula:

relevant extracted keywords

all relevant keywords

In addition, I calculated precision by
reviewing the classification results and

determining the number of keywords that were
either left unclassified or classified incorrectly. The
formula I used to calculate precision is as follows:

correctly classified keywords

all extracted keywords

The F1 score, a balanced measure that
considers both precision and recall, is calculated as
the harmonic mean of the two. I calculated the F1
score using the following formula:

recall * precision

*
recall + precision

Table 2 presents the recall and precision levels,
along with the F1 score that combines both metrics.

ChatGPT 4 Etuma

Social Precision 0.96 0.70
media

Recall 0.61 0.85

F1 score 0.75 0.77

Parliament Precision 0.96 0.70

speeches
Recall 0.58 0.81
F1 score 0.72 0.75

Table 2 Recall, precision, and F1 score

Recall The recall level of Etuma's
classification was higher in the social media
sample (0.85) than in the parliamentary speech
sample (0.81). For a single text, the recall ranged
from 0.58 to 1.00, with an average of over 0.80 for
both text samples. For ChatGPT the recall varied
from 0.42 to 1.00 for individual texts, with an
overall recall of 0.61 for the social media sample
and 0.58 for the parliamentary speech sample.

A possible explanation for the difference
between the two text types is that Etuma’s tool is
optimized for the analysis of relatively short
customer feedback and survey responses, and not
for the analysis of longer texts (Etuma 2023).
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However, also ChatGPT's recall was higher for the
social media sample. In the scope of this study, it
is difficult to determine whether the difference is
only due to the length of the texts, or whether the
vocabulary and training materials used in the
development of the methods also play a role.
However, | observed that social media posts use
more common  language terms,  while
parliamentary speeches have more specialised
terms that the tools did not always identify as
keywords.

Precision Etuma’s precision rate was 0.70 for
both parliamentary speech texts and social media
posts. However, different things affected the
precision rate in the two samples. There were
more misspelled words in the social media posts
while there was more specialised vocabulary in
parliamentary speeches. For example, from the
sentence  “supplementary  budget  proposals
allocate not only procurement support towards
electric cars, but also support for ethanol and gas
conversion opportunities” FEtuma did not
recognize that the keyword “gas conversion
opportunities” (kaasukonversiomahdollisuus in
Finnish) referred to gas cars in this context.

ChatGPT's precision was high, 0.96 for both
samples. Errors typically related to the
interpretation of the correct topic, rather than to
keyword extraction. For example, from the
sentence in a social media post "With this populist
fake news, you can get a few votes in the elections,
and nothing else", ChatGPT classified the keyword
"elections" (vaalit in Finnish) into a topic called
Politics and the keyword "vofes" (ddnet in Finnish)
into topic Social issues. In Etuma's analysis the
precision rate was predominantly affected by
uncategorised keywords. The results indicate that
the precision of the results obtained is not
significantly influenced by the type of text being
analysed.

F1 score The F1 score, which takes into
account both recall and precision, was slightly
higher for Etuma in both the social media and
parliament speech samples.

4 Discussion

In this section, I revisit the research questions
I presented in the introduction. Firstly, I discuss the
effectiveness of the classification in qualitative
content analysis from the perspectives of key
aspects such as recall, granularity, precision, and
refinement. Secondly, I assess the alignment of the
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methods with scientific principles, specifically
focusing on repeatability, transparency, and
research integrity.

4.1 Effectiveness of classification

Recall In this study, Etuma's recall was higher
compared to that of ChatGPT. The result reveals a
fundamental difference between the approaches.
While ChatGPT concentrates on summarising the
content, Etuma aims to provide a comprehensive
description of the content.

Granularity ChatGPT focused on the main
points and tended to overlook rhetorical
expressions and topics mentioned less frequently
and more indirectly. A lack of detail was also
observed in a previous study when comparing
ChatGPT's responses to those of human experts
(Guo et al., 2023). In situations where the corpus
contains a significant amount of noise or irrelevant
data, ChatGPT's ability to emphasise essential
information can be beneficial. However, there are
scenarios where researchers specifically seek
nuanced details and rhetorical language, which
may not align with ChatGPT's primary focus.

Precision As anticipated from prior research
(Ortega-Martin et al., 2023), ChatGPT' performed
well in semantic disambiguation and integrating
cultural context into its classification. The
adaptability of information related to cultural
context stands out as notable strength of LLMs.
Spelling mistakes and specialised vocabulary are
more challenging for a dictionary-based approach
because it is not feasible to add all possible spelling
variants and special vocabulary to the ontology.
Even though both methods are susceptible to the
exclusion of specific terms, abbreviations, and
misspelled words based on the vocabularies and
training data utilised, this study revealed that
ChatGPT outperformed Etuma in these regards.

In this study, there were no noticeable
deficiencies in the knowledge of the Finnish
language for either method. While I did not
experiment with other languages, it is important to
note that analysing a less common language like
Finnish might not be as accurate or comprehensive
due to the limited training material available.

Refinement A high recall or precision score
does not automatically imply the relevance of
results to the researcher. As | have described in this
article, an important part of the research process is
the validation and fine-tuning of the results in an
iterative process. The workload involved in this



step depends on the recall and precision of the
initial analysis performed by the automated
method. If the recall rate is high, it might be
possible to enhance precision by refining the
analysis. Conversely, if the precision rate is
extremely low, the researcher faces a substantial
workload in validating and fine-tuning the
classification.

In this study, my attempts to fine-tune
ChatGPT's results were not successful, as
demonstrated in Appendix 2. However, if
employed differently, it may be feasible to fine-
tune ChatGPT’s classification as well. On the other
hand, Etuma has built-in tools designed to improve
recall and precision as it is part of the method's
standard process.

4.2  Compliance with scientific principles

Repeatability The methods differ in terms of
reproducibility due to their distinct approaches.
With the Etuma tool, the outcome of the analysis
remains consistent, unless the researcher alters the
classification rules. In contrast, a characteristic of
ChatGPT is that identical input can yield different
outputs. Moreover, during this study, I noticed that
ChatGPT produced different results from the same
text using the same prompt, a phenomenon that is
in line with findings from earlier research (Ortega-
Martin et al., 2023; Reiss, 2023).

In this regard, the method resembles
qualitative analysis conducted by human analysts,
as the classification performed by two different
individuals may not be identical. A potential way
to address this challenge could involve using
similar approaches used to enhance the validity and
reliability of human classification, like
independently annotating the same material several
times and then comparing the results.

Transparency With ChatGPT, transparency
was impacted by the challenge of generating a
manageable classification structure that could be
easily documented and refined. ChatGPT operates
as more of a black box, while Etuma offers greater
transparency due to its classification being built
upon predefined dictionaries.

The fine-tuning process of Etuma's
classification is characterised by transparency and
repeatability, as it is largely done manually, and
every change leaves a trace in the system log.
However, a challenge emerges from the extensive
scope of classification, often requiring researchers

to narrow their focus to, for example, a smaller
subset of the corpus or the most prevalent topics.

Research integrity Despite the surrounding
technological hype, researchers bear the
responsibility to ensure that new technologies are
not adopted too uncritically for scientific use. For
example, various biases and information
distortions due to training data and processes is an
area that should be discussed. While this material
appeared to be free from evident bias, it is
important to acknowledge that in other types of
content, biases may emerge. Additionally,
ChatGPT's tendency to produce hallucinations, or
inaccurate information, underscores the need for
cautious evaluation of the data it generates.
Furthermore, manually validating the analysis of a
vast data set can be challenging, potentially
allowing biases to go unnoticed.

In a broader perspective, it is important to
consider the implications of tool development on
the work of researchers. The findings of this study
indicate that LLMs assume a significant portion of
decision-making on behalf of researchers. While
the idea of reducing workload is appealing, it is
important to ensure that the autonomy of
researchers is not compromised, potentially
impacting the research process and even the results.
As an example, an attempt to summarise complex
information into broad topics may inadvertently
overlook nuances or lead to potentially incorrect
interpretations.

Moreover, relying solely on automated
analysis tools can potentially direct researchers
towards formulating research questions that align
with the capabilities of the tools, rather than
prioritising a comprehensive understanding of the
phenomenon being studied. Additionally, it's
important to note that although these tools are
becoming more accessible, they do not always
assure time savings or superior quality compared to
manual methods. The utilisation of these tools can
also be constrained by the fact that certain tools,
such as public language model tools, may not be
suitable for analysing sensitive data.

4.3 Strengths and limitations

The study has several strengths. Firstly, it
addresses an existing knowledge gap by exploring
the application of ChatGPT as a tool for qualitative
analysis in Finnish. In addition, the perspective of
the research is broadened using two distinct
corpora. The study offers comparative insights for
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researchers who are considering employing either
a large language model or a rule-based NLP
approach for their analysis.

A limitation of the study is that the material is
relatively narrow and focused on one specific
research topic. Expanding the scope of the study
would enhance the generalisability of the findings
and provide a more comprehensive understanding
of the methods' capabilities.

5 Conclusions

To summarise my findings, the utilisation of
ChatGPT as a research tool poses challenges to the
reliability of the research due to issues of
repeatability and transparency. In the context of
result usability, challenges arise from the
occurrence of hallucinations and potentially from
low recall.

A major limitation of a low recall rate is that it
excessively restricts the researcher's autonomy in
decision-making. In this project, my aim was to
conduct a comprehensive classification that allows
for a qualitative analysis of the material from
various perspectives. Hence, I do not want the tool
to determine what is important or interesting in the
text on my behalf.

On the other hand, a drawback of the rule-
based approach often lies in its lack of semantic
meaning and context. Nevertheless, this deficiency
can be addressed through refining, which, at least
with the tools employed in this study, proves to be
more straightforward with a rule-based method.

5.1 Implications for future research

In scientific research,
transparency are important
classification of qualitative content demands
consistency, validity, and reliability. While
ChatGPT may not yet substitute traditional NLP
methods in these regards, it undeniably possesses
strengths such as adept semantic analysis and
information of cultural contexts.

In future research, it would be interesting to
employ the methods in parallel and harness the
strengths of both. Throughout the research process,
I conceived numerous ideas on how to integrate the
methods (indicated with a dashed line in Figure 2).
The goal would be to utilise ChatGPT in a manner
that ensures its shortcomings do not compromise
the scientific principles.

Leveraging the LLM’s capacity for semantic
interpretations could enhance the semantic

repeatability and
features and the

classification of another NLP method in the zero-
shot phase, assisting in semantic filtering of
rescarch material based on the studied
phenomenon.

In the close reading phase, LLM could aid
researchers by generating automated summaries or
in interpreting ambiguous or complex texts,
suggesting alternative meanings and context to
researchers in the validation process. The
knowledge within the LLM based on the vast
training data could extend beyond the corpus,
aiding in the analysis of social discourse, for
instance.

Furthermore, in the classification refinement
phase, LLM's ability to identify semantic meanings
and its creative capabilities could be used to
formulate new topics or classification frameworks
based on the feedback from the validation process.

i Semanti
. filtering of
+ research
material
DISTANT ™77 7"""
READING
automated
classification

i Suggestions :
. based on
+ validation
' feedback
REFINING
the automated
classification

CLOSE :
READING
exploring
the context

Figure 2: Research process combining rule-based and
LLM approaches.

To address the question posed in the
introduction about other NLP methods becoming
obsolete, it is important to recognise that currently
the principles of scientific research prevent
ChatGPT from being a direct replacement for
traditional NLP methods, at least in my research.
However, its distinct advantages make it a potential
complement to these methods, thereby enhancing
my research toolkit.
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A Appendices

Appendix 1 Most frequent topics and keywords

Rankin ChatGPT 4 topic ChatGPT 4 keywords (translated into Etuma topic and Etuma keywords
g and frequency English) frequency (translated into English)
1 Economy (n=53) wealthy”, “electric car s:xbmdy , “public Subsidies (=72) e‘l‘ectrlc car subs'ld! ,
spending coronavirus aid
2. Politics  (n=53) “government”, “left-wing”, “vote” Cars (n=42) “electric car”, “car”
. _ “rural areas, “economic hardship”, Government « by ey T < "
3 Social Issues (n=41) “social and health services” Organizations (n=34) government”, "EU”, "IMF
4. Environment (n=27) forest conservation”, “nature Fuel (n=20) “fuel”, “gasoline”, “diesel”
restoration”, “swamps
Automotive Industry “electric car subsidy”, “internal . _ T R v
> (n=18) combustion engine”, “electric car” Prices (n=19) price”, “expensive”, “cheap
_ “electricity prices”, “energy prices”, . _ e
6. Energy (n=14) “fossil fuels” Purchasing (n=18) buy
“fuel taxation”,
7. Transportation (n=12) “electric car use”, Energy (n=15) “electricity”, “energy”
“diesel cars”
8. Economics (n=8) “fuel tax”, “transportation costs”, “costs” Payments (n=14) “pay”
9. Society (n=8) ‘mail dehve“ry N pybhc tragsportatlon A Taxes (n=12) “taxes”
accessible cars
10. Agriculture (n=7) “agriculture”, “food producers”, “grain” Income (n=11) “low income”, “high income”
11. Infrastructure (n=7) « basic route maintenance :, Climate Change (n=9) “climate change”
development project costs
Economics and « e » » - €t St »
12. Finance (n=6) acquisition support”, “date of purchase Debt (n=9) debt”, “national debt
13. Industry (n=6) “game companies” Social Security (n=8) “child benefit”, “state aid”
Energy and “climate actions”, energy self- _ « »
14. Environment (n=5) sufficiency”, “energy crisis” Wealthy (n=6) wealthy
Policy and Planning “support procedure”, “steering . _ .-
15. (n=5) mechanisms”, “goals” Saving (n=5) saving
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Appendix 2 Examples of prompt engineering attempts with ChatGPT 4 in September 2023

Chat interaction 1

Researcher “In the scope of text classification, suggest a better question that would allow me to get the most accurate classification of all
possible keywords and topics that appear in the texts I provide.”

ChatGPT 4 “Given the following text, could you please identify and categorize all the keywords and topics present? Please provide a
detailed breakdown of each keyword and topic and explain why each keyword or topic falls into its respective category based
on the context of the text.”

Researcher “Here is the text to be classified: [a social media comment from the corpus]”

Result: One less keyword was extracted, and two additional topics were uncovered in the results following prompt engineering. Similar
results were obtained with another social media comment and two parliamentary speeches.

Chat interaction 2

Researcher “In the scope of text classification, suggest a better question that would allow me to get the most accurate classification of all
possible keywords and topics that appear in the texts I provide.”

ChatGPT 4 “Sure, here's a revised version of your question:

"Given a set of texts, could you please perform a keyword extraction and topic classification? For each text, provide a list of
extracted keywords along with their corresponding topic categories. The output should be formatted as a list where each entry
includes the keyword and its associated topic category."”

Researcher “Given a set of texts, could you please perform a keyword extraction and topic classification? For each text, provide a list of
extracted keywords along with their corresponding topic categories. The output should be formatted as a list where each entry
includes the keyword and its associated topic category.”

ChatGPT “I'm sorry for any confusion, but as a text-based AI model, I don't have the capability to process a set of texts in real-time or
perform keyword extraction and topic classification on a large dataset. However, I can certainly guide you on how you might
approach this task using various natural language processing (NLP) techniques.
Here's a general approach you might consider:
Text Preprocessing: This involves cleaning the text by removing punctuation, converting all text to lowercase, removing stop
words (common words like ‘and', 'the', 'is’, etc.), and stemming/lemmatization (reducing words to their root form).
Keyword Extraction: There are several techniques for keyword extraction, including TF-IDF (Term Frequency-Inverse
Document Frequency), TextRank, and RAKE (Rapid Automatic Keyword Extraction). These methods can help identify the
most important words in each text.
Topic Classification: Once you have the keywords, you can use them to classify the topics. One common approach is Latent
Dirichlet Allocation (LDA), which is a type of probabilistic model that assumes each document is a mixture of a certain
number of topics.
The output of this process could be a list where each entry includes the keyword and its associated topic category. For
example:

- Keyword: 'climate’, Topic: 'Environment’'

- Keyword: 'election’, Topic: 'Politics’

- Keyword: 'Al', Topic: 'Technology’
Please note that this is a simplified explanation of the process and actual implementation might require a deeper
understanding of NLP and machine learning techniques.”

Result: No keywords or topics.

Chat interaction 3

Researcher “Given a set of texts, could you please perform a keyword extraction and topic classification? For each text, provide a list of
extracted keywords along with their corresponding topic categories. The output should be formatted as a list where each entry
includes the keyword and its associated topic category.”

ChatGPT 4 “Sure, I can certainly help with that. However, I need some example texts to work with. Could you please provide some?”’

Researcher “Here is the text: [a social media comment from the corpus]”

Result: Two more keywords extracted, and two fewer topics compared to the previous classification.

hb3



Fly, Fly Little Comet!
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Abstract

The FiHuCoMet Corpus was created to
address the gap in the lack of a systematic
comparison of metaphor research in
Finnish and Hungarian (Bajzat and Simon,
2023). This study aims to: (i) expand the
existing quasi-parallel corpus; (ii) explore
subtoken-level =~ metaphorical  patterns
comparatively in the examined languages
with rich morphology. The analysis
employs a MIPVU-inspired protocol for
metaphor identification, the MetalD
protocol (Simon et al., 2023). The sub-
token level in this study refers to the
morphological patterns that can be accessed
at the subword level. Although this
endeavor is not new, the comparative study
conducted on a small-scale corpus has only
revealed a few aspects of the potential of
comparative metaphor analysis in the
context of Finno-Ugric languages selected.

1 Introduction

A noticeable trend in recent years is the research on
metaphorical structures, particularly from the
perspective of cognitive semantics (Bolognesi and
Werkman, 2023; Steen et al., 2010). This trend is
evidenced by the significant efforts made over the
past two decades to map metaphors as a
linguistically accessible phenomenon with a
comprehensive, language-specific focus (e.g.,
Huumo 2019; Mathé 2022). For instance, the
development of language-specific adaptations of
the MIPVU protocol (Steen et al., 2010), the most
accurate and widely-used method for metaphor
identification, has yielded numerous results
examining the typological features of metaphorical
elaborations (Nacey et al., 2019; Bogeti¢ et al.,
2019; Marhula and Rosinski, 2019; Urbonaité et
al., 2019). However, the Uralic languages were not
included in these efforts. This gap was identified by
Bajzat and Simon (2023) when they introduced the

theoretical and methodological framework of the
FiHuCoMet project: the Finnish and Hungarian
Comparative Metaphor Research Corpus based on
quasi-parallel news texts. Their paper elaborates on
the applicability of the adapted Hungarian,
morpheme-based version of the MIPVU protocol
(Simon et al., 2019, 2023) to the Finnish language.
This morpheme-based process of MIPVU is
equipped to address the metaphorical potentials
that come from the typological features of
agglutinative languages.

At the time of the FiHuCoMet project's
inception, the corpus consisted of 5,116 tokens,
allowing for only a small-scale analysis.
Nonetheless, their results suggest relatively similar
metaphorical linguistic elaborations in Hungarian
and Finnish languages but reveal slight differences,
such as variations in the frequencies of
metaphorical expressions, metaphorical subtoken-
level constructions, and the complexity of
argument structures (Bajzat and Simon, 2023).

The method and preliminary results discussed
above have inspired us to outline further research
questions, which are the focal point of this study.
Firstly, this paper introduces the expansion of the
FiHuCoMet research corpus. The given study
posits that the Hungarian and Finnish corpora
exhibit similar metaphorical patterns at the
subtoken level, considering their types and
proportions.

2 Method

2.1 The Adapted MIPVU Method

The MIPVU method, adapted to Hungarian as the
MetalD method, can be consistently applied to
annotate metaphorical constructions in
agglutinative languages (Simon et al., 2023) from
a functional cognitive perspective (Langacker
2008). Due to space limitations, we cannot provide
a detailed description of the adaptation process
here, but we will highlight the most significant
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changes in the following paragraphs (for a
thorough discussion, see Simon et al., 2023).

As metaphorization can occur at the subtoken
level, the most notable change is that the annotation
process is based on morphemes rather than words.

1. Viime Kkuu-ssa niitd  oli
last  month-INE it-PART be-PST.3SG
60. (Finnish subcorpus)
60
(‘last month there were 60°)

In the first Finnish example above (1), one can
observe that time is conceptualized as a place by
the highlighted inflectional suffix (-ss4, inessive
case marking). The cited example represents a very
conventional and grammaticalized way to express
existence in time linguistically within the Finnish
language. In many cases, the morphological units
refer to a conceptualization that can be interpreted
as an extension of the basic meaning based on
similarity.

2. Jelenleg mar 2012 halott-rél
Currently already 2012 dead-DEL
tudni. (Hungarian subcorpus)
know-INF
(‘Currently 2012 deaths known”)

In the second example (from the Hungarian
subcorpus), we can observe a delative case
referring not to the spatial position but to the topic
of the process of knowing. The inflected noun
(halottrol ‘about the dead’) belongs to the
infinitive (tudni ‘know’) as its argument, and the
inflection is used as a case marker, which is
obligatory in that specific construction ('know
about something') (Sass et al., 2011, p. 171). Since
the meaning associated with space is assumed to
no longer be activated in such grammaticalized
contexts, it is not marked as a metaphorical
inflection (Simon et al., 2023). Steen et al. (2010)
apply a similar method to handle highly
grammaticalized elements.

The method does not attempt to detect the
etymological aspects of metaphorization (Steen et
al. 2010, p. 33-36). For example, in the context of
compounds, the MetalD annotation schema relies
on the principle of lexicalization, which is
determined based on dictionaries (like the case of
the Sesotho language, Seepheephe et al., 2019). If
a compound word has not been lexicalized, it is not

included as a unified entity in the dictionary we
analyzed its component from the aspect of
metaphorization. Moreover, only suffixes that do
not change the word class of a given word form
may receive tags, in line with the original MIPVU
method.

Secondly, the modified annotation schema
introduces a new set of tags to identify semantic
relations based on cognitive grammar categories
(Langacker 1987, 2013), with the aim of providing
a more precise representation of metaphorical
elaboration structures above the words. This
approach allows us to detect extended patterns of
metaphorization at the clause-level and facilitates
cross-linguistic comparisons.

3. A teremben a sotétség-et csak
The room-INE the darkness-ACC just
a gyertydk és a mécsesek
the candle-PL and the lantern-PL
fény-e tor-te meg.
light-P0SS.3SG  break-PST.3SG PREV
(‘The darkness in the room was broken
only by the light of candles and lanterns)

The third example illustrates one instance of
metaphorization in a multi-word expression. The
verbal phrase (¢drte ‘it broke’) is annotated with the
label of the metaphor-related expression because it
initiates the metaphorical elaboration. At the same
time, its arguments (fénye 'its light' and sotétséget
'darkness') also contribute to the metaphorization
process, as we annotated them with the label of the
metaphor-related argument (the full list of tags can
be seen in Table 1).

The process of annotation is as follows: first, the
text is split into morphological units, and then the
basic and contextual meanings of the current
morphological unit are determined using the
dictionary, following the original MIPVU method.
If an inter-domain mapping between the primary
meaning and the contextual meaning can be
assumed, the unit is marked as metaphorical. We
annotate semantic relations separately and assess
idiomaticity based on collocation (Simon et al.
2023).

The reliability of the MetalD procedure has been
previously  validated through assessments
conducted on Hungarian language corpora (Simon
et al., 2023). The kappa-values averaged 0.928 for
mtags and 0.923 for mrel. Given that the overall
performance of annotators surpasses the 0.8
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threshold in kappa statistics (Carletta 1996, p. 252,
Artstein—Poesio 2008, p. 22), the initial version of
the adapted schema can be deemed reliable (Simon
et al., 2023). It is essential to note that an inherent
limitation in the current study lies in the absence of
a comparable assessment for applying this
procedure to the Finnish language yet. We intend to
rectify this limitation in the upcoming research
period.

2.2 The Brief Overview of the Tag Set

In the following tables (see Table 1 and Table 2) we
attempt to introduce briefly the MetalD tag set and
their semantics.

Tags Function

MKK Metaphor-related Expression

dMKK Direct Metaphor-related
Expression

MZ Metaphor Flag

MKKimp Metaphor-related Implicit
Expression

MKI Metaphor-related Inflection

MKA Metaphor-related Argument

MKKomp Metaphor-related Component

MKKid Metaphor-related Idiomatic
Expression

MKAid Metaphor-related Idomatic
Argument

MKKompid | Metaphor-related Idiomatic
Component

Table 1: The tag set for identifying
metaphorical structures.

Tags Function
Tr It indicates the primary focal
(trajector) participant of the clause
(Langacker 2008, p. 70-73)
Lm It signals the secondary focal
(landmark) participants of the scenario (
Langacker 2008, p. 70-73)
Ela Elaboration marks a non-
(elaboration) | specified elaborative operation
Poss This tag marks the possessive
(possessive) | relation
Expm It signals the expressions used
(explicating | as a direct metaphor (MZ +
metaphorical | dMKK).
meaning)
R The label is used when two
(unspecified | components of a multi-word
semantic unit move away from each
relation) other

Table 2: The relation set for identifying
metaphorical structures.

3 The Project Infrastructure

3.1 The FiHuCoMet Research Corpus

In the process of building the FiHuCoMet research
corpus, a fundamental organizational principle was
followed: the incorporation of quasi-parallel texts
in both its Hungarian and Finnish subcorpora.
Here, 'quasi-parallel' does not mean processing
identical source texts in both languages. Instead, it
refers to processing texts with nearly identical
content (report the same events), primarily
comprising international political news obtained
from online portals. These methodological choices
were made to reduce potential biases in content and
stylistic aspects, thus enhancing the objectivity of
the studies (Bajzat and Simon, 2023). However, in
the initial stage of corpus building, the subcorpora
were relatively small, totaling 5,116 tokens (words)
across both languages. The expanded corpus now
contains 10,652 tokens. The principle of quasi-
parallelism has been maintained during expansion.
Nevertheless, thematically, the corpus has
diversified and is no longer exclusively comprised
of political news articles. The Hungarian-language
news texts were drawn from Telex (Telex), while
the Finnish-language news texts were collected
from Helsingin Sanomat (Uutiset | HS.fi). The texts
chosen for inclusion in the corpus were stored
without their headlines and leads, as these
structural elements are often duplicated within the
main body of the text. Each of the Finnish and
Hungarian subcorpora consists of 15 texts. As
mentioned earlier, the sampling process was
conducted in two stages. The first sampling took
place in February 2022, while the second sampling
was carried out in September 2023. The subcorpora
can be categorized into the following major
thematic units: international political news (F:
1,537 tokens; H: 3455 tokens), scientific and
technological news (F: 1,114 tokens; H: 400
tokens), reports on natural disasters (F: 1,179
tokens; H: 932 tokens), news related to armed
conflicts (F: 679 tokens; H: 679 tokens), and
criminal news (F: 319 tokens; H: 358 tokens). As a
result, the Hungarian subcorpus contains a total of
4,828 tokens, while the Finnish subcorpus
comprises 5,824 tokens. Although the corpus of
10,652 words is relatively small for an extensive
corpus linguistic study, the human capacity for
manual annotation at this stage of the research did
not allow for the processing of a larger sample. The
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present study provides exploratory feedback on the
trends identified in the first phase of corpus
building.

3.2 The Tools of Annotation

To annotate the Hungarian subcorpus, The Concise
Dictionary of Hungarian (Pusztai ed. in chief,
2003) was employed. For the Finnish texts, The
Dictionary of Contemporary Finnish
(Kielitoimiston sanakirja) (Institute for the
Languages of Finland 2022) was chosen to
determine the default and contextual meanings of
the expressions found. To measure idiomaticity in
complex structures, a computational measuring
tool was used, the word sketch browser of the
Hungarian Web 2020 corpus (huTenTen20) and the
Finnish Web 2014 corpus (fiTenTen), which
provided association scores for collocations.
Idiomaticity was evaluated using the LogDice
typicality score (Rychly, 2008), where a higher
score (above 8.00) indicates a stronger association
between the node and collocation candidates. In
such cases, the method employed the MKKid tag
to annotate metaphor-related idiomatic expressions
and the MKKaid tag to denote their argument
structure, or MKKompid when applicable (Bajzat
and Simon, 2023, Simon et al., 2023).

The annotation was carried out using the
WebAnno surface, designed by the CLARIN
Research Infrastructure for Language Resources
and Technology (Castilho et al., 2016). This
platform allows for more transparent tagging of
semantic relations and facilitates collaboration.

It's important to note that Hungarian texts were
annotated by a native speaker, whereas Finnish
texts were annotated by a non-native speaker with
an upper-intermediate level of Finnish. Presenting
this as a pilot study, we aim to inspire future
collaborations between research communities,
enabling cross-linguistic metaphor analysis with
native speakers.

4  The Results

Figure 1 illustrates the proportion of tokens
annotated with metaphorical expression labels
across the entire corpus, with each column
representing a news text. The most significant
difference between Finnish and Hungarian news
1s noticeable in the 4th, 5th, 9th, 10th, 11th, and
12th pair of text. Generally, the extent of
metaphorical marking in each subcorpus was

similar in both Hungarian and Finnish. However,
a noticeable difference in text length was
observed in the case of two radically different text
pairs (4th and 11th). In the fourth pair of texts, the
Finnish text was relatively short (Finnish: 55
tokens; Hungarian: 211), while in the eleventh
pair, the Hungarian text was significantly shorter
than the Finnish one (Hungarian: 167 tokens,
Finnish: 867 tokens). This confirms the
observation that differences in text length can lead
to a significant difference in their metaphorical
markedness potential in 'quasi' parallel corpora.

40.00%
35.00%
30.00%

25.00%

20.00%
15.00%
10.00%
5.00% | | |
0.00%
2 3 5 7 8

6 9 10 11 12 13 14 15

B Finnish Corpus Hungarian Corpus

Figure 1: Relative frequencies of mtags in the
subcorpora

For the other subcorpora, the length of the texts was
relatively balanced. Furthermore, in nine
subcorpora, the results indicate that Hungarian
texts tend to have a slightly higher proportion of
metaphorical tags compared to Finnish texts. The
variance in sample sizes may lead to not only more
frequent but also linguistically more complex
metaphorical structures in Hungarian online news.
These observations are in line with the results of
the previous study (Bajzat and Simon, 2023).
However, this can be nuanced by the fact that a
higher proportion was also found in Finnish texts.
Additionally, the slight differences can also be
caused by the potential stylistic motivation. The
higher occurrence and greater elaboration of
metaphorical structures suggest that the speaker
represented the events in a more sophisticated
manner with greater stylistic potential.
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Figure 2: The proportions of mtags

Figure 2 illustrates the frequency of identified
metaphorical units within the Finnish and
Hungarian subcorpora. A notable difference is the
higher prevalence of metaphorical elaboration at
the morpheme level in the Finnish subcorpus, as
indicated by the MKI bar. The varying
proportions of MKKomp tags also demonstrate
that the Finnish subcorpus exhibits more
distinctive metaphorical elaborative operations.
While the number of metaphorical expressions
(MKK) and the examination of arguments do not
show significant differences, it is observed that
idiomaticity was more prevalent in Hungarian
texts. This observation can further support the
hypothesis of higher stylistic markedness in this
subcorpus in terms of metaphorical constructions.

Im
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Fiaure 3: The proportions of mrel labels

Figure 3. illustrates the overall frequencies of
labels assigned to the relations among
metaphorical expressions in the Finnish and
Hungarian subcorpora. The data reaffirm that the
Finnish subcorpus has a higher proportion of
metaphorical elaborative operations. A higher
proportion of possessive
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Figure 4: The distribution of elaborative relations

metaphorical relations are also more characteristic
of the Finnish material.

In Figure 4, we can observe slight differences
in the distribution of semantic relations within
metaphorical expressions, which highlight
language-specific tendencies and patterns of
morphological  elaborative  operations  in
metaphorization. In the Finnish subcorpus, a
higher proportion of postpositions was measured
(F: 27.11%; H: 23.62%) but the number of
metaphorical adjective structures is lower in the
Finnish texts (F: 11.12%; H: 15.62%). The
inflections initiated the metaphorization are
frequent in both languages.

5 Summary and Future Perspectives

The study aimed to report the latest findings from
an ongoing project. Although the current
FiHuCoMet corpus is still relatively small, it has
more than doubled in annotated text volume
compared to the previous phase. Recent results,
particularly the analysis of subtoken-level
metaphorization operations, confirm that while
there are similarities in elaboration patterns
between the two corpora, language-specific
differences seem to be important as well. Looking
ahead, it is justified to expand the corpus further
and include texts of various types from multiple
sources in parallel corpus building. Additionally,
extending the metaphor identification map to
include other Finno-Ugric languages is advisable
for more comprehensive insights into comparative
metaphor identification in these languages.
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Abstract

This paper explores the potential of Ma-
chine Translation (MT) in preserving and re-
vitalizing Ainu, an indigenous language of
Japan classified as critically endangered by
UNESCO. Through leveraging Marian MT,
an open-source Neural Machine Translation
framework, this study addresses the challeng-
ing linguistic features of Ainu and the limita-
tions of available resources. The research im-
plemented a meticulous methodology involv-
ing rigorous preprocessing of data, prudent
training of the model, and robust evaluation
using the SacreBLEU metric. The findings
underscore the system’s efficacy, achieving a
SacreBLEU score of 32.90 for Japanese to
Ainu translation. This promising result high-
lights the capacity of MT systems to support
language preservation and aligns with recent
research emphasizing the potential of compu-
tational techniques for low-resource languages.
The paper concludes by affirming the signifi-
cant role of MT in the broader context of lan-
guage preservation, serving as a crucial tool
in the fight against language extinction. The
study paves the way for future research to
harness advanced MT techniques and develop
more sophisticated models for endangered lan-
guages.

1 Introduction

The Ainu language, a polysynthetic and culturally
rich language, has been traditionally spoken by the
Ainu people in the northern regions of Japan, such
as Hokkaido, Southern Sakhalin, and the Kuril Is-
lands. Despite its intricate structure, the Ainu lan-
guage faces significant endangerment. In 2009,
UNESCO classified Ainu as a “critically endan-
gered” language (Moseley, 2010), underscoring
the critical need for efforts towards its preservation.
The language’s vulnerability is further highlighted
by the dwindling number of native Ainu speak-

ers and the loss of many Ainu dialects, including
Sakhalin Ainu and Kuril Ainu.

The language itself has linguistic uniqueness
such as polysynthesis and noun incorporation,
which are characteristics of many indigenous lan-
guages in North America. Example 1 exemplifies
its polysynthesis and noun incorporation.

(1) Hokkaido Ainu (Shibatani, 1990, 72)

Usa-opuspe
various-rumors

a-e-yay-ko-tuyma-si-ram-suy-pa

1SG-APL-REFL-APL-far-REFL-heart-sway-ITR

“T wonder about various rumors.”!

Against this backdrop, this study aims to employ

the advancements in Natural Language Processing
(NLP) and Machine Translation (MT) to further
our understanding and translation of the Ainu lan-
guage. This research endeavors to leverage these
technologies to contribute to the survival and re-
vival of the Ainu language, especially given the
urgency emphasized by its UNESCO status.

The ultimate objective of this study is to de-
velop an Al-assisted educational program and a
teaching robot to facilitate the learning and preser-
vation of the Ainu language. The proposed pro-
gram intends to incorporate several components
like speech recognition, speech generation, part-of-
speech tagging, and Universal Dependencies tag-
ging, among other linguistic technologies, based
on recent studies on the Ainu language.

Previous studies, such as the work of
Nowakowski et al. (2019) on the Mingmatch—an
n-gram model for Ainu word segmentation, and
the creation of an Ainu folklore speech corpus by
Matsuura et al. (2020b), the works mentioned in

!"The list of abbreviations in the gloss: 1SG = first-person
singular, APL = applicative, REFL = reflective, ITR = iterative.
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the next section, have laid the groundwork for this
research. Building on these pivotal studies, this
research aims to develop a robust NLP model that
leverages the Marian MT as the primary translating
model for Ainu to Japanese and Japanese to Ainu.
The insights gained from this endeavor will inform
the design of Al-assisted educational tools, thereby
fostering the preservation and understanding of the
Ainu language and culture.

2 Previous Literature

The potential for leveraging advanced computa-
tional techniques such as NLP and MT for language
revitalization is gradually being explored. Previous
work by Nowakowski et al. (2019) showcased a
fast n-gram model for word segmentation of the
Ainu language. This work signaled the potential of
computational approaches for improving the acces-
sibility and study of Ainu. Further efforts in this
direction were made by Nowakowski (2020), who
developed a digital corpus and core language tech-
nologies for Ainu. In another study, Nowakowski
et al. (2017) proposed better text-processing tools
for the Ainu language. These seminal works laid
the groundwork for applying NLP techniques to
Ainu, facilitating its digitalization.

Nowakowski’s later work (Nowakowski et al.,
2023) adapted a multilingual speech representa-
tion model for under-resourced languages through
multilingual fine-tuning and continued pretraining.
This showcased how techniques in NLP could be
adjusted for low-resource languages like Ainu.

Efforts have also been made to apply speech
recognition technology to the Ainu language. Mat-
suura et al. (2020b) developed a speech corpus of
Ainu folklore and end-to-end speech recognition
for the Ainu language. These authors also suc-
cessfully utilized generative adversarial training
data adaptation for very low-resource automatic
speech recognition (Matsuura et al., 2020a). These
studies significantly contribute to the field and pro-
vide a solid foundation for further exploration of
NLP applications in low-resource languages. In
terms of the linguistic study of Ainu, the work of
Senuma and Aizawa (2017) in developing universal
dependencies for Ainu and Ptaszynski et al. (2016)
in improving part-of-speech tagging of the Ainu
language have contributed significantly to the un-
derstanding of Ainu syntax and morphology, which
is essential in developing accurate NLP tools.

The broader challenges of MT are aptly high-
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lighted in the works of Koehn and Knowles (2017),
which underscored the need for advanced tech-
niques to address these challenges effectively. In
language education, an innovative application of
NLP tools was demonstrated by Nowakowski
et al. (2020) through developing an Ainu language-
speaking Pepper robot, indicating the potential of
such technologies in promoting and preserving en-
dangered languages. The insights and methodolo-
gies proposed in these studies pave the way for
further exploration into using MT and other NLP
technologies for language preservation, particularly
for endangered languages such as Ainu.

3 Methodology

In this study, we utilized Marian MT. This effi-
cient and adaptable open-source MT framework
has demonstrated excellent performance in numer-
ous research projects, particularly in scenarios in-
volving low-resource languages (Ponti et al., 2021).
Our choice for Marian MT was also informed by
its inherent capacity to handle different language
structures, an essential feature for polysynthetic
languages such as Ainu (Ortega et al., 2020).

Our methodology commenced with data prepro-
cessing obtained from multiple digital Ainu text
sources. These included the Ainugo Archive from
the National Ainu Museum?, the Glossed Audio
Corpus of Ainu Folklore from the National Institute
for Japanese Language and Linguistics 3, and the
ILCAA Ainu Language Resource from the Tokyo
University of Foreign Studies*. We converted all
the Katakana transcription into the Roman alphabet.
The collected corpus was subsequently cleansed to
eliminate redundancies and inconsistencies. Fol-
lowing this, we tokenized the data and segmented it
into sentence pairs. Given the polysynthetic struc-
ture of Ainu (see Example 1), we took extra cau-
tion during the tokenization process to correctly
separate individual morphemes. The number of
sentence pairs of the Ainu original text and the
Japanese translation is around 100,000.

We trained the Marian MT model with our pre-
pared corpus, translating Ainu to Japanese and
Japanese to Ainu directions. The model parameters
were optimized through a learning rate schedule

https://ainugo.nam.go. jp/ (accessed June 24,
2023)

*https://ainu.ninjal.ac.jp/folklore/
(accessed June 24, 2023)

*nttps://ainugo.aa-ken. jp/ (accessed June 24,
2023)
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combined with early stopping. The learning rate
schedule gradually reduced the learning rate during
the training process, thereby preventing the over-
fitting of the model to the training data. The early
stopping technique mitigated overfitting by termi-
nating the training when the model’s performance
on a validation set stopped improving (Almansor
and Al-Ani, 2018).

We utilized the SacreBLEU metric to evaluate
the performance of our MT system (Kim and Kim,
2022b). SacreBLEU provides a reliable and uni-
form method for comparing different MT systems
or versions, implementing identical tokenization
and detokenization procedures across all systems
evaluated. It also accounts for multiple reference
translations, thereby offering a more comprehen-
sive evaluation of the translation quality (Kim and
Kim, 2022a). This feature is especially beneficial
for languages like Ainu, where the availability of
parallel corpora is limited, and a given sentence
could have multiple valid translations.

Our methodology thus encapsulated a combina-
tion of the Marian MT framework, rigorous pre-
processing of the Ainu corpus, meticulous model
training in Ainu to Japanese and Japanese to Ainu
directions, and robust evaluation using the Sacre-
BLEU metric. With this method, we developed a
robust MT system capable of translating between
Ainu and Japanese with significant accuracy.

4 Results

This chapter elucidates the outcomes of our MT
experiments and provides an extensive discussion
of their implications. The core of our study cen-
tered around two translation tasks: from Japanese
to Ainu, from Ainu to Japanese, and both direc-
tions> (Table 1).

The model was trained on an extensive dataset
gathered from various Ainu digital text sources for
the Japanese-to-Ainu translation task. This resulted
in a SacreBLEU score of 32.90, which implies a
significant level of translation quality. This achieve-
ment showcases the model’s ability to translate
between these two disparate languages precisely.
Notably, these results were obtained despite the

>The models made in this study were published on Hug-

gingFace. Ainu-to-Japanese: https://huggingface.

co/SoMiyagawa/ainu-2-japanese, Japanese-to-
Ainu: https://huggingface.co/SoMiyagawa/
japanese2ainu, and Dbi-directional: https://
huggingface.co/SoMiyagawa/AinuTrans-2.0
(all accessed on June 24, 2023).
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Jpn.-Ain. Ain.-Jpn. Bi-dir.
Num. pairs 97,161 95,232 220,023
SacreBLEU 32.90 10.45 29.91

Table 1: Number of sentence pairs in used corpora and
SacreBLEU scores of the best MT models in each case

inherent challenges posed by developing an MT
system for a low-resource language like Ainu.

The Ainu-to-Japanese translation task brought
additional challenges, mainly due to the limited
resources available for the Ainu language. Regard-
less, the MT system achieved a SacreBLEU score
of 10.45. We also trained Marian MT for bidi-
rectional translations, namely Japanese-Ainu and
Ainu-Japanese, with a doubled corpus but reversed
in the order of two languages in the latter half. The
SacreBLEU score of this bi-directional experiment
was 29.91, and the input can be both Japanese and
Ainu, but the output is in the other language, which
was not typed in the input.

Our research’s relatively high SacreBLEU scores
underline the feasibility of utilizing MT to aid
language preservation and revitalization efforts.
The results demonstrate that, even with limited
resources, MT models can achieve a level of pro-
ficiency that renders them practical tools for Ainu
learners and researchers (Kim and Kim, 2022b).

Additionally, our study supports the successes
of previous attempts to apply computational tech-
niques to the Ainu language. A notable instance is
the Ainu speech recognition project by the Kawa-
hara Lab at Kyoto University, whose results were
documented in Matsuura et al. (2020b). Together,
these studies underscore the potential contributions
of NLP and MT technologies to preserve and revi-
talize endangered languages.

The outcomes of our study should inspire further
exploration of MT applications in low-resource
language contexts. Future endeavors could focus
on refining the model’s performance, expanding
the dataset, and investigating how this technology
can be integrated into interactive language learning
platforms. Such efforts would further contribute to
the revitalization of the Ainu language and culture.

5 Conclusions

This research project was undertaken to unlock
the potential of MT in the preservation and revital-
ization of Ainu, a critically endangered and low-
resource indigenous language of Japan. Grounded


https://huggingface.co/SoMiyagawa/ainu-2-japanese
https://huggingface.co/SoMiyagawa/ainu-2-japanese
https://huggingface.co/SoMiyagawa/japanese2ainu
https://huggingface.co/SoMiyagawa/japanese2ainu
https://huggingface.co/SoMiyagawa/AinuTrans-2.0
https://huggingface.co/SoMiyagawa/AinuTrans-2.0

in the neural MT framework, Marian MT, and pow-
ered by a comprehensive dataset sourced from vari-
ous Ainu digital text corpora, our study has made
significant strides in demonstrating the feasibility
and efficacy of MT in language preservation efforts.

The outcomes of our study are promising. With a
SacreBLEU score of 32.90 for the Japanese to Ainu
translation task, the quality of translation produced
is commendable, particularly considering the chal-
lenging polysynthetic nature of the Ainu language
(Ortega et al., 2020). Even more impressively, the
model achieved a respectable SacreBLEU score
of 29.91 for the Japanese-Ainu and Ainu-Japanese
bi-directional translation task, underlining the ro-
bustness of the neural MT framework when dealing
with complex, low-resource languages (Kim and
Kim, 2022b).

These findings contribute to the expanding body
of research that explores the potential of MT in
bridging linguistic gaps and aiding in the preser-
vation of endangered languages. Our results
align with studies such as those conducted by
Ranathunga et al. (2023), which emphasized the
potential of neural MT for low-resource languages,
and Kumar et al. (2021), which explored MT in
low-resource language varieties.

Our research underscores the necessity for fur-
ther work to leverage advanced MT techniques
for low-resource languages, particularly where tra-
ditional linguistic databases may be limited or
non-existent. By contributing to the intersection
of Natural Language Processing (NLP), MT, and
language preservation, our study offers a replica-
ble methodology and highlights the importance of
continuous innovation in these areas (Pilch et al.,
2022).

Revitalizing endangered languages is complex
and multifaceted, necessitating collaborative efforts
across linguists, educators, technologists, and com-
munities. Our research reiterates that MT and other
language technologies are crucial in this process.
While further refinement of models and expansion
of datasets can enhance translation quality, our cur-
rent findings underscore the significance of MT in
the broader context of language preservation.

In conclusion, our study suggests that MT can
make even the most resource-limited languages,
like Ainu, more accessible. By facilitating commu-
nication, preserving cultural heritage, and fostering
a deeper understanding of diverse human experi-
ences, our research reaffirms the profound value
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of language preservation and the transformative
power of technology in these endeavors. In light
of UNESCO’s classification of Ainu as “critically
endangered,” we believe our research can add a cru-
cial layer of defense in the fight against language
extinction and contribute to celebrating our shared
linguistic heritage (Moseley, 2010).
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Abstract

In this paper, we conduct a comprehensive
analysis of gender stereotypes in the charac-
ter design of Honor of Kings, a popular mul-
tiplayer online battle arena (MOBA) game in
China. We probe gender stereotypes through
the lens of role assignments, visual designs,
spoken lines, and background stories, combin-
ing qualitative analysis and text mining based
on the moral foundation theory. Male heroes
are commonly designed as masculine fighters
with power and female heroes as feminine “or-
naments” with ideal looks. We contribute with
a culture-aware and multi-modal understand-
ing of gender stereotypes in games, leveraging
text-, visual-, and role-based evidence.

1 Introduction

Gender stereotypes, i.e., generalized preconcep-
tions about characteristics or roles of a certain gen-
der, broadly exist in video games, especially com-
petitive games such as League of Legends (LoL)
(Gao et al., 2017). Honor of Kingsl, the Chinese,
mobile counterpart of LoL (Cheng et al., 2019),
was released in 2015. It had over 145 million
monthly active users in March 2022 (Wilson, 2022)
and topped the global mobile game best-selling
list with a revenue of 220 million dollars in July
2023 (Byshonkov, 2023). In this game, players can
form their teams or randomly match teammates
and opponents online. Teammates cooperate to
grab resources, kill enemies, and ultimately, de-
stroy the other team’s base. Players can collect and
play game characters/heroes who are categorized
as warriors, assassins, mages, archers, tanks, or
supports in the game.

*The first three authors contributed equally to this paper.
"https://www.honorofkings.com/
global-en/
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Gender stereotypes in Honor of Kings have been
studied through the lens of the female body (Zhang,
2022). Given the prominence of Honor of Kings
in the Chinese video game industry, it potentially
has wide-ranging impacts on people’s conceptions
of gender. In this work, we provided a more com-
prehensive understanding of gender stereotypes in
the game character designs through the analyses of
hero role assignments, the visual design of heroes
and their skins, hero spoken lines, and hero back-
ground stories. We conducted a moral foundation
analysis (Hopp et al., 2021) on the background sto-
ries to understand narratives around human moral-
ity, which often sees gendered expectations (Zhou
et al., 2022a). We manually analyzed visual de-
signs and hero lines. We also calculated descrip-
tive statistics, i.e., percentages of male and female
characters assigned to each role to understand the
gender differences in hero role assignments.

We found that female heroes tended to be as-
signed to more traditionally feminine roles such
as mages, while male heroes represented a wider
range of roles such as warriors, tanks, and assas-
sins. Female heroes were always designed with
idealized looks and body shapes with revealing
clothes, while not all male heroes exhibited an ide-
alized appearance. In the spoken lines, male heroes
were shaped as being eager to fight and protect,
and having supreme power; female heroes were
sentimental, objectified, and caring beauties. In the
background stories, male heroes were more nar-
rated on authority, while female heroes more on
loyalty and sanctity.

Our inspection of gender stereotypes is multi-
modal, leveraging text-, visual-, and role-based evi-
dence, and culture-aware, discussing gender roles
in ancient Chinese culture. Based on the analy-
sis, we propose future directions to mitigate gender
stereotypes in video game character designs.

Proceedings of the Joint 3rd NLP4DH and 8th INCLUL, pages 125-131
December 1-3, 2023 ©2023 Association for Computational Linguistics
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2 Related Works

The scholarship on games has drawn attention from
a wide range of research communities. Some stud-
ies revealed the educational benefits of computer
games (Mayer, 2019) and used games as an instru-
mental method for student engagement (Coller and
Shernoff, 2009). Others focused on the collabora-
tive behaviors of players, such as team formation
(Goémez-Zara et al., 2019; Kim et al., 2017).

There has long been criticism about stereotyping
and representation of gender in games. One of the
early studies on gender stereotyping in video games
was conducted on Super Mario Brothers, where the
researcher argued that the narrative of the game
could reinforce gender roles as players shared their
identities as Mario characters (Sherman, 1997). An-
other study analyzed ten video games and argued
that men were heavily over-represented in games
as primary playable characters, power rested on
male characters, and female characters remained
supportive (e.g., nursing) (Friedberg, 2015).

At the visual level, Martins et al. found that fe-
male characters at low levels of photorealism were
larger than the average American woman, while
characters at the highest level of photorealism were
thinner (Martins et al., 2009). The discrepancy
between the real body shape of women and what
was portrayed in games could lead to body dissat-
isfaction in women, attributing the media repre-
sentation of a thin-ideal body (Grabe et al., 2008).
Female character sexualization could lead to self-
objectification of female players (Fox et al., 2015),
low self-efficacy and self-worth (Behm-Morawitz
and Mastro, 2009), and the acceptance of rape
myths (Paul Stermer and Burkley, 2012).

Researchers have discussed stereotypes in Honor
of Kings in terms of the distortion of historical facts.
Yao and Chen found hero stories in this game have
significantly reconstructed activity processes while
largely preserving spatial circumstances, and partly
fabricated social relationships among characters,
resulting in the distortion of the historical timeline
(Yao and Chen, 2022). Stereotyping and flattening
of the hero images could affect the cultural image
of the historical characters (Qiu, 2020).

So far, relatively few studies have focused on
gender stereotypes in video games in China (Zhang,
2022; Sun, 2020; Chen, 2023). We enrich this
literature with the current study.
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3 Data Collection and Analysis

3.1 Data Collection

As of September 2023, there were 115 heroes in
Honor of Kings. Among them, female heroes
(N=36) accounted for 31%, male heroes (N=77)
accounted for 67%, and heroes without a gender
presentation (N=2) accounted for 2%. The skewed
gender distribution of heroes already indicated a
gender stereotype that men were more suitable and
ready for “wars” or “battling” (Hutchings, 2008).

The role assignment and background story of
heroes were collected from the official website of
the game. The hero lines were collected from the in-
game exhibition of heroes. If the lines of a certain
hero were non-verbal, they were excluded from our
analysis. The visual analysis involved both hero
figures and their skins/outfits?. Both character lines
and background stories are in Chinese.

3.2 Data Analysis

The fast-growing field of Natural Language Pro-
cessing (NLP) was able in part due to existing
datasets and models (Park and Jeoung, 2022) as
well as metadata in digital archives (Dobreski et al.,
2019). To take advantage of existing datasets
and models and use them as an analytical lens,
we adopted the Chinese Moral Foundation Dic-
tionary (C-MFD) (Cheng and Zhang, 2023; Wu
et al., 2019) to analyze the background stories of
the heroes. C-MFD can be used for moral intuition
detection and analysis in the Chinese language con-
text. The creators of the dictionary drew on the
Chinese translation of the English MFD (Hopp
et al., 2021) and further fetched related words from
an extensive Chinese dictionary based on Chinese
moral concepts and word2vec. Categories in C-
MFD include care vs. harm, authority vs. subver-
sion, loyalty vs. betrayal, fairness vs. cheating, and
sanctity vs. degradation, which are also present
in MFD, as well as liberty vs. oppression, waste
vs. efficiency, altruism vs. selfishness, diligence vs.
laziness, resilience vs. weakness, and modesty vs.
arrogance in the Chinese context.

We calculated moral foundation scores for each
hero’s background story in Chinese and compared
the average scores for male and female heroes. One
drawback of C-MFD is that it only provides the
occurrence frequency for each moral dimension in
the text without providing sentiment scores, which

Each hero may have one or more skins; each skin may or
may not include a new line.



prevents us from understanding if the narration of
a certain gender leans toward the moral end or the
immoral end of a moral dimension.

Since the hero lines were less rich in text with
short lengths, there was not a sufficient overlap
between them and C-MFD. Thus, we analyzed
hero lines manually and used the translated lines
to showcase our findings. Similarly, we manually
analyzed the visual features of the heroes and their
skins and made cross-gender comparisons. Two
authors independently conducted the thematic anal-
ysis (Braun and Clarke, 2012) and regularly dis-
cussed to reach a consensus. We used a mind-
mapping tool to organize the emerging themes and
lines/visual features into a hierarchical structure.

Descriptive statistics were calculated to compare
the hero role assignments across genders.

4 Results

4.1 Hero Role Assignment

There were only 36 female heroes in Honor of
Kings compared to 77 male heroes. A closer look
at the role assignments for different genders re-
vealed that female heroes were mostly assigned as
mages (44%), who tended to attack and control op-
ponents from a distance. Fewer female heroes were
assigned to roles known for hand-to-hand combat,
such as warriors, assassins, and tanks. A large
portion of male heroes were warriors (34%), and
the remaining male heroes were distributed across
other roles. More details are in Figure 1.

4.2 Visual Designs

Female heroes were designed with standardized
physical features that conformed to traditional
beauty standards and aesthetic preferences. They
were presented as either beautiful or cute, with
big breasts, a slim waist, and long legs. Nearly all
female heroes had perfect faces that catered to tradi-
tional Asian aesthetics, evidenced by a pointy chin,
big eyes, a high nasal bridge, a small mouth, and a
perfect or even abnormal proportion (Zhang, 2012).
In terms of dressing, we hardly saw female heroes
wearing loose clothes. Even if a female hero was a
warrior, the designers still intentionally exhibited
the curve of her female figure with tight and re-
vealing clothes. Such findings echoed prior studies
which found women were portrayed and perceived
as sex objects who embodied an idealized image of
beauty (Dill and Thill, 2007).

The height or weight of male heroes varied,

but most of them had abdominal muscles on their
naked, upper bodies. Although most male heroes
were designed to be tall, muscular, or robust to em-
phasize strength and fighting ability, not all male
heroes were traditionally handsome — some of them
were obese, had scars on their faces, or had other
stereotypically imperfect characteristics. In gen-
eral, less focus on the idealized image of beauty
was put on male heroes than female heroes. A
visual comparison between male and female char-
acters can be seen in Figure 4 in the Appendix.

4.3 Hero Lines

Most lines, either those of male or female heroes,
contained fighting-related elements, possibly due to
the battling nature of the game. Yet, we still found
differences between genders. The social identities
of female heroes were limited to chefs, dancers,
or goddesses, and they were often associated with
purity and love. Male heroes had more social identi-
ties including warriors, princes, musicians, fortune
tellers, and so on; they were often associated with
conquering, defending, and fighting — traditionally
masculine events.

4.3.1 Male Heroes

Fighters. Male heroes’ lines were almost always
about fighting, war, and violence, e.g., “We fight
for a common tomorrow,” “Indomitable soul, inex-
tinguishable fighting spirit, immortal heart,” “War
soul is not extinguishable,” “I’m born for wars.”
Such lines were also spoken with a firm and mas-
culine tone.

Protecters. Male heroes often played the role
of a protector for others, including their lovers,
homes, and even Earth, e.g., “Some people want to
change the world, while others only want to protect
their women,” “Saint Seiya will always guard the
love and peace of the earth,” “In fairy tales, it is
said that the prince overcomes thorns to find the
imprisoned princess,” “Eliminate evil relatives and
keep the peace of the world.”

Suprememe Power. Male heroes’ lines indi-
cated the supreme power of men and their self-
confidence (Meng and Literat, 2023), e.g., “The
devil is coming, like my miracle,” “Telling you a
secret, I’'m invincible,” “My only flaw is being too
perfect.”

4.3.2 Female Heroes

Sentimental. Many female heroes’ lines were
about missing their lovers or other sentimental emo-

127



Warrior Assassin

Male 26 15

Female 7 6

Mage

12

16

Archer Support Tank
10 12 9
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Figure 1: Role assignments for male and female heroes. One hero may have more than one role.
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Figure 2: Moral foundation scores for male and female heroes in background stories. From left to right: altruism,
authority, care, diligence, fairness, general, liberty, loyalty, modesty, resilience, sanctity, and waste.

tions, e.g., “The east wind sends letters; the flower
dynasty is as promised; we see each other every
year, and we miss each other every year,” “The
saying goes that the magpies build a bridge over
the cloud, and the destined one will run to you from
the other end of the bridge.”

Serving and Caring. Female heroes often ap-
peared as caring figures, such as a chef, a house-
wife, and a waitress. Example lines included “I’'m
the one who cooks in the family,” “I add sugar to the
memory; guests, please taste it with heart.” Such
lines were uttered in soft, gentle tones by the char-
acters. On the contrary, when a male hero appeared
as someone with cooking skills, their lines empha-
sized the food itself, e.g., “Only love, justice, and
food cannot be disappointed,” “Hot and spicy from
the depths of the soul.”

Appearance. Even if a female hero was de-
signed as a warrior, her lines were still about the
“ornamental” role of women instead of the fighter
role, e.g., “Reap your heart,” “Acting as roses,’
“Yes, I'm tempting you.” Some lines were explicitly
about appearance, e.g., “I'm so cool and beautiful,”
“Beautiful girls never look back at explosions.”

>

Objectified. Some female heroes’ lines exhib-
ited objectification of women, treating women as
inferior people or objects, e.g., “I’'m your Christ-
mas present tonight.” One female hero was de-
signed as a dancer and addressed herself as a “con-
cubine,” which was a self-designation in ancient

China where women were regarded as possessions
of men with a lower social status.

4.4 Hero Background Stories

We compared occurrences of moral words between
genders and identified notable differences in the
authority/subversion, loyalty/betrayal, and sanc-
tity/degradation moral dimensions (see Figure 2
for a full comparison). Even in moral dimensions
with similar occurrence frequency for male and
female characters (e.g., care/harm), the gendered
narration of heroes was obvious. We further iden-
tified the top five common moral words related to
these moral dimensions for both genders (Figure 3).

Authority/Subversion. Authority/subversion-
related moral words were more often seen in the
narrative of male heroes than in female heroes. A
closer look revealed that male heroes were often
narrated with words indicating positions of high
authority such as “master,” “monarch,” “general,”
and “captain.” e.g., “This is the true face of Master
Lu Ban and his genius creation, Lu Ban No. 7!”
Female heroes were less frequently described as a
“general” or a “noble.”

Loyalty/Betrayal. Female heroes were more
narrated with loyalty/betrayal-related words than
male heroes, such as “family,” “wife,” and “lover,”
e.g., “The mission of the family and the responsibil-
ities of the eldest sister fall upon her.” Male heroes
were more linked with such words as “companion”
and “enemy,” again demonstrating their roles as
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Category | Gender Word 1, Frequency | Word 2, Frequency| Word 3, Frequency Word 4, Frequency Word 5, Frequency
Auth [Male Uil (Master), 56 HE (Monarch), 41 [¥f% (General), 41 |KJfi (Master), 28 MK (Captain), 26
Auth Female #Z (General), 18 |H#% (Noble), 17 | KA (Lord/Lady), 16|Fl# (Captain), 7 KJifi(Master), 7
Sanc Male 8] (Deity), 49 /b4 (Maiden), 16 |f84T (Self-cultivati{i5#t (Pollution), 11 |RKHh (Heaven and Earth), 8
Sanc Female /b4 (Maiden), 18 X (Temple), 17 |{F{W (Faith), 10 FE (Deity), 10 18 (Emperor Jun), 7
Care [Male S (Guard), 39 i (Pain), 23 i3} (Battle), 20  [f4* (Protection), 20 B (Threat), 18
Care Female i3} (Battle), 16 i (Curse), 15 |k (Cruelty), 9  [#% (Assassin), 7 Ft% (Deceased), 7
Loya Male {kfk (Companion), 41 |—ji#& (Together), 34|# A (Enemy), 29 YikfE (Hero), 20 FKigi (Family), 17
Loya Female Kiti (Family), 48 JilfE (Hero), 27 —it2 (Together), 12 |#RF (Wife), 9 Z N (Lover), 7

Figure 3: Top 5 moral words for male and female heroes in background stories. We only list top words in moral

dimensions with relatively more occurrences.

fighters, e.g., “Every night, he finds himself sur-
rounded by thousands of enemies in his dreams.”

Sanctity/Degradation. Female heroes were
more frequently linked with moral words about
sanctity, such as “maiden” and “temple,” emphasiz-
ing the purity and sanctity expectations of women,
e.g., “The maiden feels anger and pain for the un-
fair treatment.” Male heroes were also frequently
linked with sanctity-related words, such as “deity”
and “maiden,” yet these words suggested their high
power, e.g., “Possess the powerful force of a deity.”

Care/Harm. Both genders were frequently as-
sociated with care/harm-related words, given the
battling (harm) nature of this game. Commonly
seen in male heroes’ stories were “guard,” “pain,”
“battle,” “protection,” and “threat,” showing both
tendencies of destruction and protection. Overall,
male heroes were narrated as brave and violent, e.g.,
“Bajie bravely charged to the forefront of the team.”
On the other hand, female heroes were associated
with less powerful words such as “curse” and “de-
ceased,” e.g., “The supreme empress of Chang’an
City will never forget her cursed destiny and the
dream of an ideal kingdom.”

5 Discussion and Future Work

By presenting a comprehensive analysis of visual
designs, role assignments, spoken lines, and back-
ground stories, we uncovered the prevalent gender
stereotypes in Honor of Kings. Our role, text, and
visual analyses echoed each other, depicting how
the game character design consistently reinforced
gender stereotypes. The idealized looks of female
characters, combined with the single aesthetic per-
spective of women in media, i.e., being slim, fair
skin, etc. (Grabe et al., 2008), may create pressure
and anxiety for women.

In the game, male characters are designed as
people in power, fighters, and decision-makers, ex-
tending the traditionally perceived role of men in
Chinese society (Xie, 2013). Female heroes are
designed as feminine ornaments with ideal looks.

They tend to play supportive roles (e.g., mage) in
battles. Such findings echo prior studies on stereo-
types in games (Grabe et al., 2008; Martins et al.,
2009; Friedberg, 2015). Female characters are also
stereotypically shaped as emotional and without
decisive, competitive, and strong traits.

In traditional/ancient Chinese culture, male supe-
riority and female inferiority were simultaneously
emphasized — men tended to dominate economi-
cally and socially, while women were expected to
be responsible for childcare and household chores
in the family (Zhou et al., 2022b, 2023b; Zhou and
Sanfilippo, 2023). The traditional division of gen-
der roles in/outside the family still exists nowadays,
though women are increasingly pursuing careers
and independence (Gui, 2020). Such power im-
balance and stereotypical gender narration are re-
flected in Honor of Kings. While prior research
criticized the distortion of history in this game (Yao
and Chen, 2022; Qiu, 2020), the gender dynamics
are sarcastically true to reality.

With this exploratory uncovering of gender
stereotypes in a Chinese video game, we aim
to spur more research in this relatively under-
investigated cultural context. We suggest several
lines of research for future investigation of stereo-
types in video game design in specific cultural con-
texts. First, user studies on how Chinese game
players perceive such gender stereotypes are en-
couraged, as most prior studies were conducted in
Western contexts. The persisting, traditional gen-
der roles in East Asian society may lead to either
people’s desensitization to stereotyping or stronger
resistance to it (Lee, 2017). Second, the video
game industry has been long known as a regime of
masculine domination (Styhre et al., 2018; Dunlop,
2007). Including more women and gender minori-
ties in the game design and development lifecycle,
as well as providing educational interventions to
equip designers and developers with gender aware-
ness, are key to mitigating gender stereotypes in
games (Zhou et al., 2023a).
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A Example Female and Male Characters

(a) Two female characters. The left is a mage and
the right is an assassin.

(b) Two male characters. The left is an archer and
the right is a tank/warrior.

Figure 4: Example female and male characters in
Honor of Kings for a visual comparison.
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Abstract

We discuss the disconnect in interdisciplinary
publishing from a disciplinary divide perspec-
tive as to how research is expected to be pre-
sented and published according to disciplinary
conventions. We argue that this divide hin-
ders interdisciplinary collaboration and even
more so the dissemination of research results
from interdisciplinary projects to other inter-
disciplinary researchers. The disconnect is not
simply theoretical but also encompasses practi-
cal considerations such as manuscript creation
standards. The disconnect can also be detrimen-
tal to academic careers in terms of evaluations
by peers on funding and tenure committees as
well as peer reviews. With this analysis, we
want to foster further discussion about the state
of academic publishing from a digital humani-
ties perspective.

1 Introduction

Different academic disciplines have different cul-
tures and traditions, notably different standards
and expectations for what constitutes acceptable
research within the discipline, but also how this
research is to be presented and published. This,
in turn, defines what constitutes a good “track
record” for researchers, which determines their ca-
reer prospects (hiring, tenure, and promotion) in
this discipline. In fact, the definition and assurance
of quality standards could be said to be the main
purpose of disciplines, their raison d’étre. These
standards are enforced through institutions that are
able to make decisions about funding, hiring, teach-
ing, etc. On this level, all disciplines are effectively
in competition, and cultures and traditions thus also
have important social roles that may have little to
do with the actual quality of research and more
with staking out claims in order to influence the al-
location of resources (see, e.g., Becher and Trowler,
2001).

Although the cultures and traditions of estab-
lished disciplines can be arcane and difficult to nav-
igate (absorbing the discipline’s culture is an im-
portant, though mostly implicit, part of the training
in a discipline), the expectations are—in principle—
known or at least knowable. However, the pic-
ture changes radically when we consider interdis-
ciplinary research, and even more so if the work
is not just a clearly delimited collaboration of re-
searchers from two or more disciplines, but literally
“between” disciplines, i.e., in a kind of academic
no man’s land that is not ruled by any discipline.

In both cases, researchers are confronted with
and need to be aware of the publishing conventions
of different disciplines if they want to benefit from
their work: they need to ensure that it is visible
in the right community, and that is cited or other-
wise acknowledged, e.g., for obtaining tenure. The
phenomenon is well known as “publish or perish”
(Hammarfelt and De Rijcke, 2015).

Interdisciplinary researchers are also confronted
with practical issues when considering publication
venues. When language technology researchers
on Reddit' were asked the question: “Would you
submit a paper to a venue that did not allow La-
TeX/demanded .doc?” specifying the focus as in-
terdisciplinary research (askja, 2023) one scholar
commented:

It depends on the “weight” of the journal.
If that’s a journal where I’d plan to do
some research work explicitly targeting
that journal, then requiring .doc would be
inconvenient but not that important. But
if that is research work which I'd do and
then, when it’s mostly done, see what’s
the best place for it — then by the time I'd
consider that journal, the content would
be already mostly written in LaTeX and
then I'd be hesitant to rewrite it in Word.

"https://www.reddit.com/
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The comment echoes two challenges for the dis-
semination of interdisciplinary research. The ques-
tion of where to submit one’s work seems obvi-
ous and largely unavoidable in interdisciplinary
research. The choice of the writing tool, however,
seems to be merely a practical question; yet in the
case of digital humanities as a field between com-
puting and the humanities, it tends to be a question
that goes far beyond personal preferences or tech-
nical merits. The question of I&TEX vs. Microsoft
Word can be considered a “fault line” in digital
humanities, which aligns with numerous other divi-
sions inside the supposed “big tent.”

“Big Tent Digital Humanities” was the theme
of the DH 2011 conference, and the “big tent”
metaphor has been used since to emphasize the
diversity, openness, inclusiveness, and fluidity of
digital humanities. While well-meaning, already
at the time some scholars noted potential problems
with this notion. For example, Svensson cautioned
that “[e]ven if the big-tent vision of the digital hu-
manities gives the field a sense of openness and
invitation, it does not necessarily remove institu-
tional predispositions and thresholds or make the
field into a blank slate” (Svensson, 2012, 47); he
remarked that, consequently, “there is a risk that a
wealth of traditions and perspectives are subsumed
and conflated in a tent primarily keyed to one par-
ticular tradition” (Svensson, 2012, 45).

This seems in fact to be the case—otherwise,
why highlight the fact that the Computational Hu-
manities Research conference,? established in 2019
by a group of scholars who do computationally ori-
ented work in DH, has adopted “practices that align
with norms in computer science and linguistics
(e.g., submission of 6- or 12-page papers, exclusive
use of LaTeX)” (Dombrowski, 2023, 138) for their
conference?

In this position paper, we will explore the dis-
connect between these two flavors of DH from a
research dissemination perspective. In addition to
discussing the difficulties in interdisciplinary re-
search and how the lack of disciplinary coherence
reflects on the evaluation of research outputs, we
focus on some practical issues within the publica-
tion disconnect: what open science means for the
different disciplines involved including “publish or
perish”, the authorship and readership of different
publication venues, document processing, and fi-

2https ://computational-humanities-
research.org/

nally what the impact will be for digital humanities
as a field going forward.

2 Disciplinary Backgrounds

As most publication venues are associated with a
specific discipline, the work to be published will be
evaluated according to the standards of this disci-
pline, both with respect to the research and the for-
mal requirements concerning its presentation. But
as interdisciplinary work is not, or at least not en-
tirely, within a single discipline, this raises signifi-
cant problems for the evaluation of the work—what
constitutes appropriate peer review for interdisci-
plinary research and who is qualified to judge it?
(Bammer, 2016; McLeish and Strang, 2016)—and
it has been shown that interdisciplinary research
has consistently lower funding success (Bromham
et al., 2016). Additionally, the lack of disciplinary
conventions means that it can in practice be diffi-
cult to find reviewers with appropriate disciplinary
knowledge of all the fields involved, which can
lead to interdisciplinary research being unfairly
evaluated from the perspective of only one of the
involved fields, and the difficulty in recruiting ap-
propriate reviewers can often delay the publication
process further.

In traditional humanities disciplines, the main
research output is journal papers of 15-25 pages
(or even longer), edited volumes, and books. It
takes a long time to write such manuscripts and
it can take years from submission to publication.
Typically, there is no document template for sub-
mission or publication; instead, there are extensive
lists of margin sizes, comma use, capitalization
rules, bibliographic guides, and many more sub-
mission guidelines. The submission is in the form
of a .doc(x) file. Conferences in the humanities
are primarily networking events, where scholars
present work in progress. These conferences tend
to only have abstract submissions (a typical limit
is 500 words), which may or may not be published
in a book of abstracts.

In language technology, natural language pro-
cessing (NLP), and computational humanities, the
prestige of publication venues is often reversed,
with conference proceedings being the main and
most prestigious venue for disseminating informa-
tion; publication in journals is generally consid-
ered too slow and low-impact. There are often
two categories of conference papers: short papers
(4 to 6 pages) and long papers (8 to 12 pages).
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The papers are indexed and double-blind peer-
reviewed. The delay between submission and pub-
lication is usually between 3 to 6 months, depend-
ing on the specific venue. In these more computa-
tional disciplines, I&TEX is overwhelmingly used
for submissions—these days, a direct link to a col-
laborative template on Overleaf? is even typically
provided. Nevertheless, Word templates are often
also available.

Preprints are strongly encouraged and some-
times required in computational fields, further
speeding up the information dissemination process.
As an example, arxiv, the main preprint service
for computer science and other STEM fields re-
ceived 20,170 submissions in October 2023. An-
other study found that of arxiv preprint papers sub-
mitted in 2017-2018 77% were later published in
peer-reviewed venues (Lin et al., 2020). However,
preprints in the humanities are mostly frowned
upon (Laporte, 2017) and if not outright forbidden
it is common that referencing preprints is discour-
aged in humanities journals with only 45% of hu-
manities journals allowing preprints and nearly all
computer science journals allowing them (Klebel
et al., 2020).

Digital Scholarship in the Humanities and Digi-
tal Humanities Quarterly could be considered two
of the main journals within DH. However, the ar-
ticles published in them lean heavily towards digi-
tization (roughly 80%) rather than computational
humanities, and much of the actual computational
content is limited to stylometrics (Roth, 2019; Pi-
otrowski, 2020). Digitization, especially of cultural
heritage, is certainly a part of digital humanities,
but the imbalance is striking. Where are the com-
putational humanities papers published, if not in
these journals? Are we perhaps after all not all in
the same “big tent” despite disciplinary gaps?

3 The Disconnect

We argue that there is a growing theoretical and
practical disconnect in DH due to widespread hos-
tility towards certain types of computational ap-
proaches and other customs from computational
fields. As a result, current DH can to a large extent
be characterized as pseudo-interdisciplinary: it is
in fact largely dominated by traditional humani-
ties practices, in particular with respect to publish-
ing, which, whether consciously or subconsciously,
tend to exclude interdisciplinary researchers from

Shttps://www.overleaf.com/

fields such as computer science, computational lin-
guistics, and even computational humanities.

3.1 Open Science

Most academics in any discipline would agree that
Open science is a good thing allowing everyone
access to research results and makes these results
more transparent. However, for most humanities
scholars open science in practice tends to be lim-
ited to paying open-access journal publication fees.
Corpora and digitized datasets in the humanities are
often locked behind online interfaces or even CD-
ROMs, perhaps mostly due to copyright issues, but
undeniably also disciplinary culture. On the other
hand, in every aspect of computational research,
it is highly encouraged for everything to be made
publicly available from preprints, to data, and code,
and this openness and accessibility is often a part
of the peer-review criteria. In combination with
the different approaches to the analysis of results,
this leads to a situation where the more analysis-
focused results rarely face methodological scrutiny
from reviewers as it is not expected or possible in
most cases due to lack of access to code and data.

3.2 Publish or Perish in a
Faux-Interdisciplinary Context

It is unfortunate that many researcher are faced
with the choice of “publish or perish,” as this leads
to insular publication practices. It also means re-
searchers feel compelled to pump out articles at a
pace at which it is difficult to maintain academic
rigor. “Publish or perish” is an issue in all disci-
plines; however, the publishing disconnect between
digitized and computational humanities (i.e., within
the “big tent” of digital humanities) exercebates the
problem in DH.

Universities and academic journals both con-
tribute to the pervasive culture of “publish or per-
ish.” Facing budgetary pressures, institutions de-
pend on prestige to attract research funding, and
one of the easiest ways to increase prestige (as
measured by rankings) is to be highly visible in
prestigious journals.

It is easy to dismiss “publish or perish” as an
old aphorism that academics use to complain about
their working conditions, but there is ample evi-
dence (e.g., the replication crisis) that the longer
this unhealthy pressure persists, the greater the risk
to research integrity. As the researchers start to
suffer, and the cracks begin to appear, we can see
real consequences: in an attempt to increase publi-
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cation metrics, researchers split up project results
into “minimum publishable units,” when one paper
would have sufficed, join each others’ publications
as co-author, publish only research with positive
results, or even resort to forgery. Not all of these
practices are necessarily bad as such, and splitting
up papers into multiple papers can help clarify spe-
cific contributions and increase the citability of a
paper, however, when viewed as a whole or as a
method to “game the system" the ethics of such
practices become murky.

3.3 Disciplinary and Interdisciplinary
Publication Venues

Most academics are vaguely aware of the fact that
publication practices vary by field. However, many
are woefully ill-equipped to evaluate the publi-
cation record of someone from a different field.
Computational sciences expect rapid publication
of preprints on the one hand, and on the other end
of the spectrum, humanities scholars are expected
to take years to write whole books. When these
two disciplines come together, which disciplinary
background is used to evaluate research output and
results?

The choice of publication venue is an important
one as it decides not only where your research will
be published, but also who will review and who
will read about it. This means that journals that call
themselves DH but only accept manuscripts struc-
tured and created using standards from one end of
the interdisciplinary spectrum will be overlooked
by those closer to the other end.

3.4 Document Standards as Gatekeeping and
Virtue Signaling

The state of the art in scholarly publishing (even
when only considering the technical aspects) is
appalling. When PDF output is required, IATEX
remains more or less the only comprehensive au-
thoring solution. Writing a paper for, say, an ACM*
or ACLS conference is easy: there are official docu-
ment templates, you literally just have to write your
paper. The point here is not that I£IEX is “better,”
but rather that there is a clearly defined path to the
submission, and authors do not have to concern
themselves with the formatting of the document or
the references: this is all taken care of automati-

*https://www.acm.org/publications/
proceedings-template

Shttps://2023.aclweb.org/calls/style_
and_formatting/

cally. This also means that no conversion and no
manual interventions are required, which tend to
introduce errors. In addition, the system is open
source and highly portable, you can use it on any
platform and with any editor you want.

In the humanities, however, an expensive license
for Microsoft Word is usually required and authors
have to manually adjust numerous settings and
manually ensure that their submission conforms
to the guidelines. Thus, although I£TEX is older, it
is much better suited for modern publication prac-
tices, including automatic compilation of the final
product (proceedings, journal). This is not to say
that it is perfect, but it is perhaps the best we have
at the moment. I&TEX comes with its own host of
issues, specifically since the end product, a PDF
document, suffers from loss of semantic informa-
tion that is only available in the source code (Pi-
otrowski, 2016). It has been noted that the require-
ment to submit a Word document might in some
cases simply be due to the editors being unaware of
the possibility of IATEXsubmissions and a request
to submit using I&TEXmight be granted especially
since all major publishers provide IATgXtemplates
including Springer, Elsevier, Wiley etc. (Jensen,
2018). Nonetheless, none of the purely DH jour-
nals, and almost none of the DH conferences offer
a I&TgXoption despite this undoubtedly being an
issue that has been raised by contributing authors.
IKIXtemplates reduce the workload of both editors
and authors so it seems strange to deny contribu-
tions written in IATEX.

XML formats have many potential advantages,
but the use of TEI (Text Encoding Initiative) in
some DH contexts seems akin to virtue signaling
and is far from practical, useful, or even in the spirit
of TEI: the conferences that use TEI do not actu-
ally accept submissions in TEI, but require authors
to use the DH Convalidator tool, which converts
Word documents to TEI format, so the paper must
be written in Word, and it cannot contain more
information than available in Word, and it is not
even published as a TEI document, but as PDF. Ef-
fectively, the semantic information painstakingly
extracted from graphically typeset texts (.docx) is
eventually completely erased. This marks the other
end of the spectrum of the art of digital publish-
ing (Cremer, 2018). The Other category in table 1
almost exclusively refers to these types of submis-
sions.

There is a widespread fear of IATEX in the hu-
manities; this is to some extent understandable,
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Venue Type LaTeX .docxetc Other Abstractonly
Association for Computational Linguistics (ACL) Umbrella for NLP conferences O (0] X X
Digital Humanities Quarterly DH journal X (0] (0] N/A
Digital Scholarship in the Humanities DH journal X (0] (0] N/A
Digital Humanities DH conference X (0} X (6]
European Association for Digital Humanities DH conference X O (6] (6]
Digital Humanities in the Nordic and Baltic countries DH conference (0) (0) X X/0
Computational Humanities Research CH conference (0] X X X
Journal of Data Mining & Digital Humanities DH/NLP journal (0] (0] (0] N/A
International Journal of Digital Humanities DH journal (0] (0] X N/A
Humanist Studies & the Digital Age DH journal X (0] X N/A
Journal of Digital History DH Journal X X (6] N/A

Table 1: ACL includes all ACL-affiliated conferences such as EACL, EMNLP, CoLING, etc. as well as co-located
workshops. Abstract-only means that only a book of abstracts will be published. "Other" almost exclusively refers
to the use of the DH Convalidator tool, except for DHQ where direct XML/TEI submissions are possible, and the
Journal of Digital History which only accepts Python Notebooks.

even though it takes no more than 30 minutes to
learn the basics of I&TEX (or a tool like Pandoc®),
as it is not part of traditional humanities curricula
and one study found that just over 20% of humani-
ties scholars were comfortable using TeX or other
markup languages including XML and TEI (Bonn
and Swatscheno, 2017). In that particular instance,
the finding led to a decision to only accept Word
documents.

The hostility against IATEX (or, in fact, anything
that is not Word) in large parts of DH—a field that
commonly describes itself as located at the intersec-
tion between computer science and the humanities
and that prides itself on its interdisciplinarity, inclu-
siveness, and progressiveness—is a different story,
though. One possible explanation is that it, like the
refusal to define DH, serves a gatekeeping function:
as Piotrowski (2020) argues, humanities scholars
that wield DH as “a term of tactical convenience”
(Kirschenbaum, 2014) to obtain a vanguard sta-
tus in their discipline are natural wary of potential
intruders that could strip them of this status.

Figure 1 presents an overview of different digital
humanities and computational humanities venues
and the file types expected of submissions. All
computationally oriented conferences (ACL, ACM,
CHR) accept I4IgXsubmissions and provide tem-
plates - most of them provide templates for Word
as well. On the other hand, very few DH venues
accept ISTEX. Notable exceptions include the Jour-
nal of Data Mining and Digital Humanities which
requires preprint submissions which means any
submission type is acceptable - and later provide
both I4TgXand Word templates, the Digital Human-
ities in the Nordic and Baltic Countries conference

*https://pandoc.org/

which accepts both and allows both abstract-only
and short and long paper submissions. Noteworthy
are also the Digital Humanities Quarterly which
does not accept I&TEXbut accepts XML and TEI
submissions not generated with the DH Convalida-
tor tool, and the Journal of Digital History, which
only accepts .ipynb notebooks using their template.
Most DH conferences do not publish proceedings
beyond a book of abstracts, whereas no computa-
tional conference allows abstracts with the excep-
tion of lightning talks at the Computational Human-
ities Research conference.

4 Concluding Remarks

This position paper is a call to action. We believe
that there is no future for DH if this disconnect is
not addressed. Instead of waiting for the “big tent”
to collapse—to the detriment of everybody who is
in it—we should work to establish computational
humanities as a discipline in its own right, that sets
its own standards and evaluation criteria. In the
end, this will be the only way to ensure adequate
recognition of computational research in the hu-
manities. This does not have to mean the collapse
of digital humanities, but instead a strengthening of
the position of digital humanities as a field separate
from traditional humanities with appropriately ad-
justed evaluation criteria and mutually agreed upon
publication practices that are neither cuambersome
nor slow to use or publish.
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Abstract

This explorative study tested Laurea UAS
students’ (N=16) abilities to verbalize their
skills, before and after the study unit
“Digital Analytics and Consumer Insights”.
Before the study unit the students listed
their skills unaided and afterwards with
help of Careerbot Al -service. The findings
indicate that the intervention increased both
quantity and quality of the skills verbalized,
relevant to the learning objectives and
generic, 21% century skills.

1 Introduction

The purpose of this explorative study was to
research if the students can verbalize their skills
and competences better with the help of Careerbot
Al -service than without it.

Laurea University of Applied Sciences in
Helsinki region in Finland has a learning
environment called Digital Living Lab (DLL),
focusing on real-life project-based studies with
partner organisations. The DLL aims to support the
acquisition of “21* century skills”, working life
skills focusing on digital service development.

Trilling et al. (2009) defines 7C's of 21st century
skills as:

e  (Critical thinking and problem solving

e Creativity and innovation

e Collaboration, teamwork, and leadership

e Cross-cultural understanding

e Communications, information, and media
literacy

e Computing and ICT (information and
communication technology) literacy

e Career and learning self-reliance

In August 2023, five day design sprint for study
unit “Digital Analytics and Consumer insights”
(DACI) was executed in English. This study unit is
part of elective studies. The author was the
responsible lecturer and the head facilitator during
the whole hybrid event. Six other facilitators and
subject-matter experts supported partially.

Learning objectives for this 5-credit point (ects)
study unit were the following: “After the study
unit, the student is able to:

e recognize the consumer behaviour offline
and online (per main demographics)

e plan data collection points and methods
online

e analyse data (e.g., aggregation, trends,
comparison)

e visualize results (e.g., dashboards)

e plan consumer activation methods based
on data” (Laurea, 2023)

2 Sample

The participating students (N=16) consisted of
15 bachelor and 1 master-level students.

9 of them participated face-to face, and 7 online.

Study fields were Business Management (n=11),
Business  Information  Technology  (n=3),
Hospitality management (n=1) and Service Design

(n=1).

The age groups were in the following categories:
25 or less (n=6), 25-34 (n=2), 35-44 (n=7) and 45-
54 (n=1).

Their previous degree was vocational level
(n=1), high school/matriculation exam (n=7),
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bachelor level (n=7) and master’s level of more

(n=1).

The participants’ native language was mixed,
Finnish (n=8) and non-Finnish (n=8, several
languages, not specified here for privacy reasons).

The participants’ average work experience from
knowledge intensive work was 6,36 years.
Knowledge intensive work here was defined here
as “creative work, requiring complex thinking and
communication, vs. routine or manual work”.

3 Related work

The use of artificial intelligence (Al) tools in
helping higher education students to verbalize their
skills and competences in a job market language (as
defined in job ads) has not been researched much
yet.

Mononen et al. (2023) conceptualized
“forecasted self”, future-oriented digital twin,
where a student can explore several future selves
equipped with new, acquired skills for projected
future jobs with Careerbot Al -service.

Westman S., & Mononen A., et al. (2021)
discussed the prospects for career coaching, with
four Al maturity levels in career guidance: 1. Al-
aware guidance, 2. Al-informed guidance, 3. Al-
integrated guidance and 4. Al-transformed
guidance.

Transversal and transferable skills and
competences were defined in Transval-EU project
(2021) as generic working life skills, soft skills, and
employability skills.

Brown and Souto-Otero (2020) analyzed 21
million job ads in the UK and found that employers
are most likely to focus applicants “job readiness”,
demonstrating both generic, soft skills and
technical requirements.

Brown and Hesket (2004) talked about potential
job candidates’ fit with organization through
“narrative of employability” boosted by non-work-
related skills acquirement ct. qualifications.

Claro et al., (2012) defined ICT literacy above
the mastery of ICT applications, to include “higher-
order thinking processes”, like problem solving of
information, communication, and knowledge tasks
in an ICT context, relevant to learning context in
the knowledge society.

21st century skills were popularized by Trilling
& Fadel (2009), rooting back to 1980’s.

4 Technology and data

The tool used for students on verbalizing their
skills is called “Careerbot”. This webservice
interface has been developed “for helping 34 000
students to pursue their dream careers with the help
of AI” by 3AMK. 3AMK is a strategic alliance of
Laurea, Haaga-Helia, and Metropolia universities
of applied sciences in Helsinki region, Finland.
(BAMK i, 2023)

The AI behind this webservice is called
“Graphmind” and built by Finnish tech company
HeadAI Ltd. Graphmind is a Graph Machine
Learning -based semantic computing framework
accessible via REST-API for Careerbot -service.
(Mononen et al., 2023).

In the first phase Graphmind has been taught
with unstructured data (millions of news) and e.g.,
European Skills, Competences, Qualifications and
Occupations (ESCO) classification, and in the
second phase with reinforced learning. (Headai
Ltd., 2023)

The main data source for Careerbot is job market
data in Finland (Tyomarkkinatori, MOL and
Duunitori/employment services) with over 400 000
job ads on a yearly basis since January 2018.

The other data sources are 3AMK course data,
Theseus -theses data from Finland and global
directory of open access journals (DOAJ) but they
were not used for this study.

In the Careerbot Al -service the students can
create their skills profile, a digital twin for skills,
“forecasted self”. The skills are defined
pragmatically, as the words are stated in the job ads.
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The user experience flow in Careerbot Al-
service works in the following way: a) login to the
system, b) create a new skills profile, c) start typing
in the skills words individually (and get suggested
related skills words), optionally d) copy-paste
personal cv to text field from which the skills
words are retrieved, ¢) select relevant skills word
from suggested skills word list, f) look for jobs in
Finland based on area, time and your skills profile
(selected skills words), and g) further update your
skills profile from selected job (Finnish job ads
“soft- and hard skills” that were still missing from
one’s skills profile).

There were some bugs encountered during the
session with students. However, every student
managed to perform the given assignment on
verbalizing their own skills with the help of
Careerbot Al -service.

5 Methods

During the sprint week, the students were
assigned into five teams of 3-4 people randomly, 2
teams online and 3 face-to-face in the Digital
Living Lab. Teams could choose their team
assignments freely, along the learning objectives.

Strictly speaking this was a quasi-experiment,
since 3 students were allowed to change their
assigned study method (face-to-face or online) to
another one for personal reasons, after ethical
consideration.

This sub-study focused on students’ ability for
skills verbalization, not on the skills development
per se. The other sub-study will be reporting the
findings for perceptions on the course.

The briefing for the students is stated below:

“...Please answer honestly to this
questionnaire, how do you feel about the
claims right now. These are your personal
views, there are no right or wrong answers,
and these answers will not affect your study
unit grading...”

“YOUR DACI -RELATED SKILLS

List down YOUR CURRENT SKILLS after
the "digital analytics & consumer insights" -
study unit.

You can list as many as you can. Please list skills
one per line in the open text field below.
(Addition in POST-questionnaire:) List down
spontaneously and use also the
3AMK.FI/CAREERBOT Al-service for listing
your skills.

(Open ended text -field for answers)”

In the PRE-questionnaire, the students were
given only written instructions via email and online
questionnaire with open text field for answer.

Before the POST-questionnaire, on the last day
of study unit, the students were introduced to usage
of Careerbot Al -service for 10 minutes. The
students were instructed on how to create a new
skills profile, look for jobs based on it, and further
educate their skills profiles based on missing skills
found on the job ads. The students used 30 minutes
for the assignment and filled in their skills words to
POST-questionnaire with open text field.

6 Results

The results of verbalizing student’s skills with the
PRE vs. POST experiment setup indicate a clear
increase of quantity and quality of the skills words
for every participated student (N=16).

PRE POST DIFF.
Average 3.56 13.94 10.38
Median 3.5 12.5 9
Std Dev 2.60 6.06 3.46

Table 1: DACI-study, quantity of skills

DACI-RELATED SKILLS, PRE
(before course, no Al used) vs.

POST (AI used)
40
32
30
23

20 18 17

1 13 , . LR “ n B 81114
10 s sl 6

I EEREE afl aff aff 4

0

0

123456 7 8 9510111213141516

PRE, count POST, count

Figure 3: DACI-related skills count, PRE vs. POST

(with Al used) per student 1-16.
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The quality of the verbalized skills was evaluated
based on the relevance to study unit learning
objectives and 21% century skills by the author.
From the students open text field -answers the
skills words were manually extracted and copied as
a list to https://www.wordclouds.com/ from
which the frequencies were extracted, synonyms
combined and visualized.

Before the study unit the students listed their
skills and their frequency as following (top 20):

# | skill # | skill

6 | research* 2 | problem*

4 | thinking* 2 | market*

4 | design* 2 | making*

3 | excel* 2 | journey*

3 | data* 2 | customer*

3 | consumer* 2 | critical*

2 | solving* 2 | communication*

2 | skills* 2 | behavior*

2 | segmentation® 2 | analysis*

2 | problem- 1 | visualisation*
solving*

Table 2: PRE-questionnaire skills list & freq.
*can be any character/word as continuation.

After the study unit, with the help of Careerbot
Al - service, the students listed their skills and their
frequency as following (top 20):

# | skill # | skill

42 | Data* 8 | Research*

22 | Marketing* 7 | Communication*®
19 | Analysis* 7 | Insight*

15 | Customer* 7 | Management*
13 | Consumer* 7 | Service*

11 | Analytics* 7 | Trends*

9 | Business* 7 | Visualization*
9 | Digital* 6 | Development*®
8 Collection* 6 | Product*

8 | Excel* 5 | Design*

Table 3: POST-questionnaire skills list & freq.
*can be any character/word as continuation.

7 Discussion

The purpose of this exploration was to research
if the students can verbalize their skills better with
help of Careerbot Al -service than without it.

As a conclusion, the quantity verbalized skills
increased for all the participated students, on
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average from 3,56 to 13,94 (median from 3,5 to
12,5). The students learned to elaborate more on
the topic of the study unit.

The quality of the verbalized skills also
increased. The mentioned skills can be seen
relevant from employment point of view, since they
all appear in job ads (=data source). Also, more
students mentioned keywords relevant to the
learning objectives and 21st century skills (generic,
soft skills) after the sprint week.

Evaluating the extent to which the difference
was due to teaching method vs. Al is not clear. The
earlier sessions using Careerbot Al-service with the
students have produced results of similar direction,
but they have not been documented systematically.

Both face-to-face and online groups received the
same introduction and guidance for the Al service
use simultaneously. Face-to-face group improved
slightly more during the week (3,89 12,3 vs.
online 3,14->15,2 skills). Sample size is too small
for conclusions on the difference.

Based on the earlier feedback of industry
partners of Laurea UAS in autumn 2022, the
graduates have had sometimes difficulties in
verbalizing and therefore “selling” their skills to
the recruiters. For this, the use of Al in addition to
teaching and coaching can be useful. This is in line
with Brown, et al. (2004) who highlighted
“narrative of employability” for job candidates.

This experiment was using Al as a personal tool,
reaching at most the level 2/4 “Al-informed
guidance” in maturity model, Westman S., et al.
(2021). So, there is still a gap for reaching the
higher levels in Al maturity in coaching.

However, to confirm these initial findings, more
studies are needed with larger sample sizes. Also,
more studies are needed with other tools in
comparison, including traditional human guided
career coaching and other tools, like latest versions
of generative Al (ChatGPT, etc.).
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Abstract

Large language models have gained a meteoric
rise recently. With the prominence of LLMs,
hallucination and misinformation generation
have become a severity too. To combat this
issue, we propose a contextual topic modeling
approach called Co-LDA for generative trans-
former. It is based on Latent Dirichlet Allo-
cation and is designed for accurate sentence-
level information generation. This method ex-
tracts cohesive topics from COVID-19 research
literature, grouping them into relevant cate-
gories. These contextually rich topic words
serve as masked tokens in our proposed To-
kenized Generative Transformer, a modified
Generative Pre-Trained Transformer for gener-
ating accurate information in any designated
topics. Our approach addresses micro hallu-
cination and incorrect information issues in
experimentation with the LLMs. We also in-
troduce a Perplexity-Similarity Score system
to measure semantic similarity between gener-
ated and original documents, offering accuracy
and authenticity for generated texts. Evalua-
tion of benchmark datasets, including question
answering, language understanding, and lan-
guage similarity demonstrates the effectiveness
of our text generation method, surpassing some
state-of-the-art transformer models.

1 Introduction

Large language models have become paradigm-
shifting research in natural language processing,
with their outstanding abilities already demon-
strated in a multitude of tasks (Zhao et al., 2023).
While the concept of LLMs is not entirely new
(Brants et al., 2007)